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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

A way to ensure the future by honoring the
past: The Acoustical Society Foundation

The Acoustical Society Foundation’s sole purpose is to gather contri-
butions and invest them in the Acoustical Society endowment so that it
reaches a level large enough to fund the activities of the Society despite any
changing Societal income streams in the future. A bittersweet role of the
General Secretary is to assist Society members and friends in making con-
tributions in memory of those who have gone before us. Such contributions
can honor our friends and colleagues who have died, and at the same time
expand the Acoustical Society endowment for our younger and future mem-
bers. If donations in honor of a member who has died reach certain levels,
named scholarships, prizes, or other Societal programs or initiatives can be
implemented to remember that person. For instance, several years ago a
scholarship in honor of Raymond Stetson was established by major contri-
butions from Mac Pickett and Arthur Benton through the newly established
Acoustical Society Foundation. This scholarship is successfully in place,
with over a dozen noteworthy applicants for the scholarship each year. In
addition, significant funds have been donated to the Foundation in honor of
Dan Martin, who served the Society for many years, including the important
position of our Journal Editor-in-Chief. More recently, contributions in
honor of Dennis Klatt, Franklin Cooper, and Jack Purcell have been made.

We at the Foundation encourage you to remember and honor deceased
family, friends, and colleagues in this way. For more information on ways to
share in the Foundation’s goals and mechanisms for making donations that
allow you to give while receiving, please contact Dr. Bob Frisina at 716-

275-8130 or asf@q.ent.rochester.edu. Thank you.

ROBERT FRISINA
Foundation General Secretary

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
15–17 March Annual Meeting, American Auditory Society, Scotts-

dale, AZ @Wayne J. Staab, Ph.D., American Auditory
Society, 512 E. Canberbury Ln., Phoenix, AZ 85022,
Tel.: 602-789-0755; Fax: 602-942-1486; E-mail:
amaudsoc@aol.com; WWW: www.amauditorysoc.org#.

22–25 March ‘‘New Frontiers in the Amelioration of Hearing Loss,’’
St. Louis, MO@Sarah Uffman, CID Department of Re-
search, 4560 Clayton Ave., St. Louis, MO 63110, Tel.:
314-977-0278; Fax: 314-977-0030; E-mail:
suffman@cid.wustl.edu#.

30 April–3 May 2001 SAE Noise & Vibration Conference & Exposi-
tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084, Tel.: 248-
273-2474; Fax: 248-273-2494; E-mail: pkreh@sae.org#.

4–8 June 141st Meeting of the Acoustical Society of America,
Chicago, IL, Palmer House Hilton Hotel@Acoustical
Society of America, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502; Tel.: 516-576-2360;
Fax: 516-576-2377; E-mail: asa@aip.org; WWW:
asa.aip.org#. Deadline for receipt of abstracts: 2 Febru-
ary 2001

7–9 June International Hearing Aid Conference VI. Novel Pro-
cessing and Fitting Strategies, Iowa City, IA@Rich
Tyler, Tel.: 319-356-2471, E-mail: rich-tyler

Brian G. Fergusson—For contributions
to atmospheric and underwater acoustic
systems.

Oleg Godin—For contributions to wave
propagation theory.

Charles Thompson—For contributions
to theoretical and computational acous-
tics.

SOUNDINGS

439 439J. Acoust. Soc. Am. 109 (2), February 2001 0001-4966/2001/109(2)/439/2/$18.00 © 2001 Acoustical Society of America



@uiowa.edu, WWW: www.medicine.uiowa.edu/
otolaryngology/news/news#.

9–13 July 2001 SIAM Annual Meeting, San Diego, CA@Society
for Industrial and Applied Mathematics~SIAM!, Tel.:
215-382-9800; Fax: 215-386-7999; E-mail:
meetings@siam.org; WWW: www.siam.org/meetings/
an01/#.

15–19 August ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,
ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354, Or-
lando, FL 32816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

19–24 August Asilomar Conference on Implantable Auditory Prosthe-
ses, Pacific Gove, CA@Michael Dorman, Dept. of
Speech and Hearing Science, Arizona State Univ.,
Tempe, AZ 85287-0102: Tel.: 480-965-3345; Fax: 480-
965-0965; E-mail: mdorman@asu.edu#.

4–6 October Ninth Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler, Tel.: 319-
356-2471; E-mail: rich-tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.

O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieeeuffc.org/2001#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
3–7 June 143rd Meeting of the Acoustical Society of America,

Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

25th anniversary of the Instituto de Acu ´stica,
Spain

1975 marked the founding of the Instituto de Acu´stica, emerging from
the Acoustics Department of the Center for Physical Research ‘‘L. Tores
Quevedo’’ which had its origins in 1945. To commemorate the event, the
Instituto de Acu´stica has been organizing a series of lectures covering most
of the main topics of acoustics. These lectures will be given by internation-
ally recognized specialists and will be published in a book.

The program spans about 12 months, and the lectures will be presented
by scientists from the following countries: France, The Netherlands, Italy,
U.K., Portugal, USA, Denmark, Sweden, and Spain. The lecture series has
started in May 2000 and will be concluded in April 2001.

Proceedings available

The European Acoustics Association has published a series of pro-
ceedings of meetings held in Europe since 1996. These publications are part
of the collectionDocumenta Acusticamaintained by the EAA. The first of
these documents is the 347-page proceedings of the International Sympo-
sium on Hydroacoustics and Ultrasonics~in English! held in 1996 at Jurata,
Poland. Complete listings and information about these publications can be
obtained fromFenestra Acustica, the name of the Web site of EAA, which
is ^eaa.essex.ac.uk/eaa/&. Additional information can be obtained via e-mail
from the French Acoustical Society, sfa@cal.enst.fr or by Fax to133 1 48
88 90 60.

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

March 2001
26–29 German Acoustical Society Meeting„DAGA 2001…,

Hamburg-Harburg, Germany. ~e-mail:
dega@aku.physik.uni-oldenburg.de! 10/00

April 2001
9–11 Acoustical Oceanography, Southampton, UK.~Fax:

144 1727 850553; Web: www.ioa.org.uk! 8/00
23–25 1st International Workshop on Thermoacoustics,

s’Hertogenbosch.~Web: www.phys.tue.nl/index.html!
12/00

May 2001
21–25 5th International Conference on Theoretical and

Computational Acoustics „ICTCA2001…, Beijing.
~Fax: 11 303 497 3577; Web: www.etl.noaa.gov/
ictca01! 12/00

22–25 *8th International School on Acousto-Optics and
Application , Gdańsk-Jurata, Poland.~A. Sikorska, In-
stitute of Experimental Physics, University of Gdan´sk,
ul. Wita Stwosza 57, 80-952 Gdan´sk, Poland; Fax:148
58 341 3175; e-mail: fizao@univ.gda.pl!

28–31 3rd EAA International Symposium on Hydroacous-
tics, Jurata. ~Fax: 148 58 625 4846; Web:
www.amw.gdynia.pl/pta/sha2001.html! 12/00

July 2001
2–5 Ultrasonics International Conference „UI01…, Delft.

~Fax: 11 607 255 9179; Web: www.ccmr.cornell.edu/
;ui01/! 12/00

2–6 8th International Congress on Sound and Vibration,
Kowloon, Hong Kong.~Fax: 1852 2365 4703; Web:
www.iiav.org! 8/00

August 2001
28–30 INTER-NOISE 2001, The Hague.~Web: internoise

2001.tudelft.nl! 6/99

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.~Fax: 139 6 4976 6932; Web: www.ica2001.it!
10/98

10–13 International Symposium on Musical Acoustics
„ISMA 2001…, Perugia.~Fax:139 75 577 2255; e-mail:
perusia@classico.it! 10/99

October 2001
17–19 32nd Meeting of the Spanish Acoustical Society, La

Rioja. ~Fax: 134 91 411 76 51; Web: www.ia.csic.es/
sea/index.html! 10/99

25–26 *Fall Meeting of the Swiss Acoustical Society,
Walllis/Valais, Switzerland.~Suva Akustik, P.O. Box
4358, 6002 Luzern, Switzerland; Web: www.sga-
ssa.ch!

November 2001
21–23 *Australian Acoustical Society Annual Meeting,

Canberra, Australia.~Acoustics 2001, Australian De-
fense Force Academy, Canberra, ACT 2600, Australia;
e-mail: nit@adfa.edu.au!

March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum, Germany. ~Web: www.ika.ruhr-uni-
bochum.de! 10/00

June 2002
4–6 *6th International Symposium on Transport Noise

and Vibration , St. Petersburg, Russia.~East-European
Acoustical Association, Moskovskoe Shosse 44, St. Pe-
tersburg 196158, Russia; Fax:17 812 127 9323;
e-mail: noise@mail.rcom.ru!

10–14 Acoustics in Fisheries and Aquatic Ecology, Mont-
pellier. ~Web: www.ices.dk/symposia/! 12/00

August 2002
19–23 16th International Symposium on Nonlinear Acous-

tics „ISNA16…, Moscow.~Fax:17 095 126 8411; Web:
acs366b.phys.msu.su/isna! 12/00

September 2002
16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-

ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 12/00

December 2002
2–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics.
~e-mail: sberista@maya.esimez.ipn.mx or Web:
asa.aip.org! 10/00
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Vibrations of Shells and Rods

Khanh Chau Le

Springer, Berlin, Heidelberg, New York, 1999.
423 pp. Price: $112.00 hc ISBN: 3540645160.

Dynamics of shells, plates, and rods is an engineering problem, which
involves complicated mathematics due to the fourth-order partial differential
equations that describe flexural vibrations. As a result there are two types of
books related to this problem: one is written by engineers or physicists and
the other by mathematicians. The reviewed book is clearly written by a
mathematician, and, in my view, is written for mathematicians who special-
ize in mechanics and structural dynamics.

This book is based on a hybrid variational-asymptotic approach that
reduces the three-dimensional equations of elastic theory of plates, shells,
and rods to two- and one-dimensional approximate equations of motion
using small parameters. This variational-asymptotic~VA ! method was de-
veloped by Professor V. L. Berdichevsky about 20 years ago studying small
amplitude long-wave vibrations. The method is a synthesis of two methods
that are widely used in mechanics: asymptotic and variational. The VA
method starts by approximating the system Lagrangian of the functional,
instead of a system of differential equations. Neglecting a small term in the
Lagrangian is equivalent to neglecting several terms in the differential equa-
tions, which are not always easy to recognize as small ones. Next, approxi-
mate differential equations are obtained by varying the approximated func-
tional. This approach simplifies the analysis and provides greater flexibility
for modifying and solving the equations.

The author of the book, Professor Le, has extrapolated this method
into the high-frequency short-wave range. Specifically, he applies the VA
method to analyze vibrations of piezoelectric shells, plates, and rods, and
devotes roughly half of the book to this topic.

The book starts with two introductory chapters that discuss the histori-
cal and mathematical background of tensor analysis, the geometry of curves
and surfaces, the dynamic theory of elasticity and piezoelectricity, and the
variational-asymptotic method. After this introduction the book is divided
into two equal parts: the first part describes low-frequency vibrations and the
second high-frequency vibrations. Both parts contain four chapters with the
same titles: Elastic Shells, Elastic Rods, Piezoelectric Shells, and Piezoelec-
tric Rods. Each section ends with problems and exercises. The bibliography
consists of 62 references mostly related to the methods described in the
book.

Overall, the book describes an interesting and powerful method of
deriving and solving complicated equations of shell and rod vibrations.
However, as a physicist and practitioner, I hestitate to recommend it to
‘‘engineers who deal with vibrations of shells and rods in their everyday
practice.’’ I would rather agree that it is ‘‘for mathematicians who seek
applications of the variational and asymptotic methods in elasticity and pi-
ezoelectricity,’’ as announced on the back cover of the book.

DIMITRI M. DONSKOY
CEOE Department
Stevens Institute of Technology
Hoboken, New Jersey 07030

Adaptive Structures: Dynamics and Control

Robert L. Clark, William R. Saunders, and Gary
P. Gibbs

John Wiley & Sons, 1997.
$125.00 (hard cover), ISBN: 0-471-12262-9.

Adaptive Structuresis a relatively new text that covers the subject of
implementing active control in structures. The authors have worked rather
extensively in this area, and the text represents an overview of much of the
work that they have been involved in over the past decade. It is generally
fairly well written, and would be a useful text to those working in the area.
There are nine chapters in the text, with five of those being largely review
types of chapters, and four of those covering much of the work that the
authors have been involved in recently.

Chapter one provides an overview of adaptive structures, and is in
many ways important to understand the authors’ perspective in approaching
the subject. They define an adaptive structure somewhat differently than
perhaps what I would, but that is their prerogative. For purposes of this text,
‘‘an adaptive structure is defined to be a structure configured with distrib-
uted actuators and sensors and directed by a controller capable of modifying
the dynamic response of the structure in the presence of time-varying envi-
ronmental and operational conditions.’’ With this definition, one can have
an adaptive structure that makes use of a fixed-gain controller, which the
authors refer to as ‘‘constrained adaptive’’ or an adaptive structure that
makes use of an adaptive control system, which they refer to as ‘‘purely
adaptive.’’ While both types of adaptive structures are considered in this
text, the emphasis is certainly on constrained adaptive structures, as most of
the systems considered make use of classical or optimal control techniques,
which are fixed-gain control systems.

Chapter two gives a brief review of structural dynamics, covering the
process of obtaining the governing equations of motion for a system based
on Lagrange’s equations. Solutions based on modal expansions and on
propagating wave representations are covered, as are the effects of damping.
This chapter is written much in the spirit of Meirovitch’s texts~for example,
his textDynamics and Control of Structures!. However, there is not as much
detail in this text as there is in Meirovitch’s text, and as a result, it may be
a little difficult reading for one who has not been exposed to these concepts
previously.

The third chapter discusses linear systems and signals, and is again
intended as a review chapter. Linear time invariant systems are discussed,
which are the focus of the material covered in this text, as are various norms
that can be considered in the control problem. Finally, two well-known
optimal controllers are discussed: the linear quadratic regulator~LQR! and
the linear quadratic Gaussian~LQG! controllers. Chapter 4 provides a brief
review of signal processing and digital filters. Topics include correlation and
spectral density functions, windowed functions, and finite impulse response
~FIR! and infinite impulse response~IIR! filters. In addition, there is a brief
coverage of adaptive filter theory, including the Wiener filter, Newton’s
algorithm, and the LMS algorithm. Chapters two through four are largely
review chapters, but written with the assumption that the reader is rather
familiar with the concepts. As a result, the reader who is not familiar with
the concepts will likely struggle in following everything.

Chapter five covers transduction devices and how to incorporate those
devices into the model of the physical system. The emphasis is on piezo-
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electric devices, and particularly on the concept of ‘‘sensoriactuators,’’
which is an area in which at least one of the authors has spent considerable
effort. Sensoriactuators are capable of operating both as actuators and sen-
sors simultaneously and allow one to have truly colocated sensors and ac-
tuators, which can be a significant advantage when using feedback based
controllers.

Chapter six deals with integrating both spatial and temporal signal
processing. This deals with developing sensors~either distributed sensors or
arrays of discrete sensors! to obtain desired information. The three objec-
tives covered here include extracting modal amplitudes from the structural
vibration, obtaining the amplitudes of propagating waves~in both nondis-
persive and dispersive media!, and obtaining a measure of the acoustic ra-
diation that results from the structural vibration.

Chapter seven covers classical control methods, although again it as-
sumes that the reader has previous exposure to the subject. Techniques such
as root-locus and Bode plots are used extensively in the development, but
are not developed here. The eighth chapter continues on to discuss tech-
niques for integrating the control system into the physical system. Such
topics as global versus local control and narrow-band versus broadband
control are covered as they relate to choosing the control system design.
Feedback control systems are covered, as are both fixed feedforward and
adaptive feedforward systems. Finally, the possibility of developing hybrid
systems using both feedback and adaptive feedforward control is covered.
The bias of the authors comes through a little in these chapters. For ex-
ample, they indicate that feedback control is required for global control of a
system, whereas I would suggest that it has been shown that global control
can be achieved with feedforward systems as well. The authors also indicate
that a weakness of the filtered-x algorithm is that the control-to-error transfer
function model is required, which is normally done off-line. While this
transfer function is required, it is rather common today to obtain that transfer
function on-line using one of a couple of methods available for identifying
that transfer function. In spite of these biases, the authors do cover some
interesting work that they have been involved in for controlling structures.

The final chapter is essentially a culmination chapter, in which the
authors address about six different control problems and propose a system-

atic way of developing an appropriate control system for a given problem.
These steps include problem overview; description of the plant; transducer
selection, design, and placement; development of the augmented plant
model; control strategy; and simulation of experimental results. The prob-
lems covered include active control of vibration, active structural acoustic
control ~ASAC! with a frequency-shaped cost function, ASAC using a dis-
tributed piezoelectric transducer, similar problems with the model and con-
trol system based on experimentally obtained data, and active control of
power flow in beams. These represent problems that the authors have been
involved with over the past number of years, and provide a good overview
of some of their work.

The text also comes with a MATLAB disk, intended to help the reader
to reproduce results shown in the text and to further investigate the concepts
by varying parameters within the simulations. It should be noted, however,
that to run the files, the reader will also need to have a number of MATLAB
Toolboxes, including the robust control toolbox, the mu analysis and syn-
thesis toolbox, the control system toolbox, and the signal processing tool-
box. I personally would have liked to see a little less reliance on the tool-
boxes, as many readers getting started in this area, who may really benefit
from being able to play with the programs, will likely not have all the
toolboxes available to them in order to run the software.

The authors have been involved extensively in the subject of this text,
and there is considerable information contained in the text. It does have a
rather different slant than a number of other texts that have come out over
the past few years, and as such, provides a useful alternative approach to the
subject of adaptive structures. It is, however, better suited for those who
have some previous background in the area, as many of the background
details are rather sketchy in the presentation.

SCOTT D. SOMMERFELDT
Department of Physics
Brigham Young University
Provo, Utah 84602-4673
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6,079,214

43.10.Pr STANDING WAVE PUMP

Richard Patten Bishop, assignor to Face International
Corporation

27 June 2000„Class 62Õ6…; filed 6 August 1998

Two transducers, located at opposite ends of a fluid-filled cylindrical
cavity, are made to oscillate in opposite phase, so as to generate a standing
wave in the cavity. The pressure difference between the pressures at nodes
and antinodes is used to pump the fluid through inlets and outlets located at
the nodes and antinodes. Check-valves at the output ports prevent the fluid
medium from flowing from the higher-pressure plenum back into the
cavity.—EEU

6,079,262

43.10.Pr COIN IDENTIFICATION PROCEDURE

Francisco Ibanez Palomeque and Jose Luis Pina Insausti,
assignors to Azkoyen Industrial, S.A.

27 June 2000„Class 73Õ163…; filed in Spain 28 September 1995

This patent pertains to a micro-processor-based approach for identify-
ing valid coins inserted into automatic vending devices. The coin is made to
fall edge-on onto a hard surface and the resulting sound is sensed by a
microphone. The low-frequency components of the sound signal, which
depend on how the coin impacts, are removed by a high-pass filter. The
remaining signal, which is representative of the dynamics of the coin itself,
is filtered into a number of bands. The levels observed in these bands are
noted, and their various ratios are computed and compared to acceptable
values stored in a memory.—EEU

6,087,652

43.35.Zc CONTACTLESS ACOUSTIC SENSING
SYSTEM WITH DETECTOR ARRAY SCANNING AND
SELF-CALIBRATION

Thomas R. O’Meara and David M. Pepper, assignors to Hughes
Electronics Corporation

11 July 2000„Class 250Õ214.1…; filed 1 May 1997

This patent pertains to laser-based contactless ultrasonic inspection
systems. An ultrasonic beam propagating through the workpiece to be in-
spected causes the piece’s readout surface to vibrate in a configuration that

is distorted if an internal crack or the like is present. The surface configu-
ration is detected by an optical probe beam that, combined with a reference
beam, is directed onto the vibrating surface and made to scan in a pattern
corresponding to a detector array. Electro-optic or acousto-optic techniques
are used to define a reference phase shift for each pixel of the array. Cali-
bration is obtained by imposing a known modulation on one or more of the
probe and reference beams.—EEU

6,079,274

43.38.Fx VIBRATION WAVE DETECTING METHOD
AND VIBRATION WAVE DETECTOR

Shigeru Ando and Muneo Harada, assignors to Sumitomo Metal
Industries Limited

27 June 2000„Class 73Õ649…; filed in Japan 22 May 1998

An array of reeds, each with a different length and thus with a different
resonance frequency, is used to sense a vibration or sound. A piezoresistor is
formed in each reed, and these resistors are connected in parallel so that a
signal corresponding to the sum of the vibrations of the reeds can be mea-
sured by means of a suitable circuit. By appropriate shaping of each of the
piezoresistors one can obtain desired weightings of the contributions from
the individual resonators.—EEU

6,064,744

43.38.Ja OMNI-DIRECTIONAL LOUDSPEAKER

Heinz-Juergen Augustin, Storkau, Germany
16 May 2000„Class 381Õ160…; filed 20 April 1998

This is yet another nondirectional speaker system in which an upward-
firing woofer and a downward-firing tweeter are separated by a large diffus-
ing element. In this case, everything is held together by a central, hollow
tube which can house wiring and crossover network components.—GLA
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6,055,320

43.38.Ja DIRECTIONAL HORN SPEAKER SYSTEM

David Wiener and Steven Burgess, assignors to Soundtube
Entertainment

25 April 2000 „Class 381Õ343…; filed 26 February 1998

At first glance this appears to be little more than a loudspeaker driving
a conical horn. However, loudspeaker22 is spaced away from baffle30,
providing some combination of front and rear sound pressure to drive throat
33. Moreover, the sound must pass through in-line phase plug26, which

Claim 1.d describes as ‘‘first wavefront manipulation means for altering the
wavefront.’’ Finally, a ring of absorptive material28 is located at the horn
mouth. All of which is supposed to produce a highly directional coverage
pattern over a broad frequency range.—GLA

6,064,746

43.38.Ja PIEZOELECTRIC SPEAKER

Takeshi Nakamura and Yoshiaki Heinouchi, assignors to Murata
Manufacturing Company, Limited

16 May 2000„Class 381Õ351…; filed 2 June 1997

This appears to be a variant of United States Patent 4,549,631, as-
signed to Bose Corporation~not reviewed!. In this case ‘‘sounding mem-
bers’’ 16aand16b are piezoelectric transducers coupled to a central Helm-

holtz resonator12 and two outer resonators28a, 28b. The two transducers
can be connected to left and right stereo signals.—GLA

6,078,676

43.38.Ja SPEAKER SYSTEM WITH A THREE-
DIMENSIONAL SPIRAL SOUND PASSAGE

Masaaki Takenaka, Chiba-ken, Japan
20 June 2000„Class 381Õ338…; filed in Japan 13 February 1998

A loudspeaker is mounted to one end of a coiled tube having the form
of an Archimedes screw. Back chamber7 and coupling chamber8 may
include damping material. The cross-sectional area of the spiral tube gradu-
ally expands from inlet to outlet, and sound emerges through a short flared

mouth11. The patent text concentrates on performance rather than theory,
but it is possible that the path length difference between central and outer
areas tames pipe resonances to some degree.—GLA
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6,028,946

43.38.Kb MICROPHONE WITH ASSOCIATED
AMPLIFIER

Helmut Jahne, assignor to Stage Tec Entwicklungsgesellschaft fu¨ r
professionelle Audiotechnik mbH

22 February 2000 „Class 381Õ122…; filed in Germany 6 February
1996

In this best of all digital worlds it would seem logical to perform
analog-to-digital conversion as early in the chain as possible, making it part
of the preamplifier circuitry inside a microphone. The patent text explains
that this usually results in a reduction of dynamic range and a host of other
problems ranging from excessive digital jitter to special, expensive cables.
The invention attempts to avoid these ills by transmitting outputs from two
ADCs through standard shielded cable and then converting the two channels
to a single-channel digital signal.—GLA

6,061,455

43.38.Lc AUDIO SYSTEM

Darby Edward Hadley and David John Stuart, assignors to Ford
Motor Company

9 May 2000 „Class 381Õ57…; filed in the United Kingdom 21 June
1996

An AGC circuit attenuates audio signal level when power amplifier
distortion exceeds a predetermined threshold. The threshold is controlled by
the setting of the manual volume control. Thus, greater amplifier distortion
is permitted at higher volume settings.—GLA

6,028,980

43.38.Md IMAGE AND SOUND RECORDING
APPARATUS USING A COMMON RECORDING
HEAD AND AUDIO SIGNAL MEMORY

Shigeo Yamagata, assignor to Canon Kabushiki Kaisha
22 February 2000„Class 386Õ96…; filed in Japan 13 April 1987

Slow-rate video~say, two frames per second! and synchronized audio
are recorded efficiently on a conventional hard disk. Those familiar with
computer terminology and flow charts will find the patent interesting and
easy to follow.—GLA

6,069,959

43.38.Si ACTIVE HEADSET

Owen Jones, assignor to Noise Cancellation Technologies,
Incorporated

30 May 2000„Class 381Õ71.6…; filed 30 April 1997

This noise-cancelling headset allows the user to adjust the amount of
noise reduction without changing the effective bandwidth of the system. The
invention is said to cancel noise in both high and low frequency ranges yet
minimize the subjective pressure within the ears felt by the user.—GLA

6,072,878

43.38.Vk MULTI-CHANNEL SURROUND SOUND
MASTERING AND REPRODUCTION
TECHNIQUES THAT PRESERVE SPATIAL
HARMONICS

James A. Moorer, assignor to Sonic Solutions
6 June 2000„Class 381Õ18…; filed 24 September 1997

The patent presents the notion of spatial harmonics and explains how
they are preserved by the inventor’s encoding/decoding scheme. One goal is
to generate precise phantom images from almost any arrangement of loud-
speakers around the listening area. The concept is interesting, but a skeptical
listener might want to hear it before believing it.—GLA

6,075,868

43.38.Vk APPARATUS FOR THE CREATION OF A
DESIRABLE ACOUSTICAL VIRTUAL REALITY

Barry S. Goldfarb et al., assignors to BSG Laboratories,
Incorporated

13 June 2000„Class 381Õ301…; filed 25 April 1995

What we have here is ‘‘A portable collapsible seat with an advanced
five-driver integral audio system...’’ intended to produce a psychologically
gripping effect. And well it may.—GLA

6,090,147

43.40.At COMPUTER PROGRAM MEDIA, METHOD
AND SYSTEM FOR VIBRATION AND
ACOUSTIC ANALYSIS OF COMPLEX
STRUCTURAL-ACOUSTIC SYSTEMS

Paul M. Bremner and Robin S. Langley, assignors to Vibro-
Acoustics Sciences, Incorporated

18 July 2000„Class 703Õ1…; filed 5 December 1997

This computer program seeks to overcome the limitations of finite-
element analysis~FEA! and statistical energy analysis~SEA! by combining
the two. Its approach consists of partitioning a problem into subproblems of
large-scale, long wavelength motions and of small-scale, short wavelength
motions. The larger-scale, lower-frequency global motions are analyzed by
means of FEA or similar methods, whereas the smaller-scale, higher-
frequency local motions are evaluated by means of SEA.—EEU

6,087,936

43.40.Yq VIBRATION SENSOR

Randall Woods, Prescott, Arizona
11 July 2000„Class 340Õ566…; filed 29 December 1998

A typical embodiment of the sensor described in this patent consists of
a cylindrical housing whose floor is formed by a conical cup. A number of
electrical conductors are positioned above this floor, extending essentially
radially. A conductive rod extends along the axis of the cylinder, but does
not make electrical contact with the cup or the other conductors. In the
absence of vibrations, a conductive ball rests on the floor of the housing and
connects one or more of the radial conductors to the axial electrode. In the
presence of a disturbance, the ball moves within the housing, establishing
contact between the central electrode and different radial conductors. The
changes in the characteristics of the electrical signal that results from contact
interruptions and changes are analyzed to determine the magnitude, dura-
tion, and other characteristics of the vibration.—EEU
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6,094,494

43.66.Ts HEARING AID DEVICE AND METHOD
FOR PROVIDING AN IMPROVED FIT AND
REDUCED FEEDBACK

Olaf Haroldson, Princeton, New Jersey
25 July 2000„Class 381Õ328…; filed 13 August 1998

A hearing aid housing is attached to a balloon that is inflated after
insertion into an ear canal. The balloon contains a sound transmission duct
that mates to the receiver output tube emanating from the attached hearing

aid housing. As the balloon inflates, it conforms to the shape of the ear canal
so as to provide a comfortable fit with reduced acoustical feedback without
requiring a custom earmold or an ear impression.—DAP

6,097,823

43.66.Ts DIGITAL HEARING AID AND METHOD
FOR FEEDBACK PATH MODELING

Sen M. Kuo, assignor to Texas Instruments, Incorporated
1 August 2000„Class 381Õ312…; filed 17 December 1997

Without interrupting amplification, a digital hearing aid is said to can-
cel acoustical feedback that results primarily from venting by continuously
modeling the feedback path using an adaptive filter. Feedback neutralization
is performed on the digitized input sound signal before signal processing
and amplification occurs. The input signal consists of the desired sound
input, an output sound feedback component, and a modeling output sound

feedback component deliberately produced by a continuously running mod-
eling signal generator. Signal discrimination circuitry generates a modified
modeling signal by subtracting a predicted noise signal, containing no com-
ponent of the feedback signal, from the feedback-neutralized input signal.—
DAP

6,097,825

43.66.Ts HEARING AIDS WITH STANDARDIZED
SPHEROIDAL HOUSINGS

Robert Yoest et al., assignors to Beltone Electronics Corporation
1 August 2000„Class 381Õ322…; filed 19 September 1996

One-size-fits-all standard spheroid-shaped hearing aid housings made
in mass production are said to fit deeply and comfortably into the ear canals
of a large number of hearing aid wearers. Housings are formed either with a
deformable or spongelike material covering the hearing aid components or
with deformable material acting as a layer covering a molded plastic spher-

oid housing that houses the hearing aid components. Different sized ear
canals can be accommodated by a limited number of different sized standard
housings. When inserted into an ear canal, the deformable spherical hous-
ings conform in either a concave or convex shape to the wearer’s outer ear
canal.—DAP

6,097,826

43.66.Ts HEARING AID TO BE CARRIED
COMPLETELY IN THE AUDITORY CANAL AND
INDIVIDUALIZED BY A CAST BODY

Jurg Clavadetscher and Marcel Aeschilmann, assignors to
Bernafon AG

1 August 2000„Class 381Õ324…; filed in Switzerland 24 July 1996

A completely-in-the-canal~CIC! hearing aid housing is customized by
casting an outside body in an auditory canal or in a model of an auditory
canal. During the casting process, a tubelike positioning tip centers in the
ear canal the inner part of the hearing aid that contains the electro-acoustical
components. After casting, the positioning tip is removed and the inner part
of the hearing aid is rotated so as to not touch the auditory canal wall.—
DAP
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6,101,258

43.66.Ts HEARING AID HAVING PLURAL
MICROPHONES AND A MICROPHONE SWITCHING
SYSTEM

Mead Killion et al., assignors to Etymotic Research, Incorporated
8 August 2000„Class 381Õ321…; filed 13 April 1993

This patent describes a small, switchable omnidirectional/directional
microphone system for use in hearing aids. Omnidirectional mode is used
for listening in quiet or to music. Noise reduction is achieved in directional
mode for which the system operates as either a first-order gradient direc-
tional microphone or a second-order directional microphone that is con-

structed with two first-order directional microphones. Switching gradually
from omnidirectional mode to directional mode can be made automatic by
sensing when the ambient noise level rises above a certained predetermined
value.—DAP

6,104,821

43.66.Ts ELECTRICAL HEARING AID DEVICE WITH
HIGH FREQUENCY ELECTROMAGNETIC
RADIATION PROTECTION

Kunibert Husung, assignor to Siemens Audiologische Technik
GmbH

15 August 2000„Class 381Õ312…; filed in European Patent Office 2
October 1996

Hearing aid operation can be degraded during mobile radiotelephone
use if radiated RF currents are allowed to be transduced and amplified.
Improved protection against high-frequency electromagnetic signals is pro-
vided by placing a filter directly in the electrical terminals of the input
and/or output of the integrated circuit hearing aid amplifier. Connection of
RF-quality filter capacitors to reference potential, such as a metallic hearing
aid case or to an extra ground layer in a printed circuit board, ideally forms
a star-point-like structure.—DAP

6,104,822

43.66.Ts DIGITAL SIGNAL PROCESSING HEARING
AID

John L. Melanson and Eric Lindemann, assignors to AudioLogic,
Incorporated

15 August 2000„Class 381Õ320…; filed 10 October 1995

A multi-memory hearing aid allows the wearer to select the most ap-
propriate digital signal processing strategy for a given listening situation.
Changing strategies involves switching between programs executed by the
digital processor, which, in effect, changes the number of bandpass filters

and filter bandwidths into which the input signal is divided. Noise suppres-
sion algorithms require fine frequency resolution in the filter banks, which
requires more battery current. For reduced power consumption, more simple
dynamic range compression algorithms requiring less bands can be selected.
The patent teaches how fine frequency resolution can be achieved in the
filters at low frequencies without incurring a large delay through the
system.—DAP

6,070,135

43.72.Ar METHOD AND APPARATUS FOR
DISCRIMINATING NON-SOUNDS AND VOICELESS
SOUNDS OF SPEECH SIGNALS FROM EACH
OTHER

Chui Hong Kim and Jum Han Bae, assignors to Samsung
Electronics Company, Limited

30 May 2000„Class 704Õ215…; filed in Republic of Korea 30 Sep-
tember 1995

This patent is concerned with playing back intelligible fragments of
speech from an audio track being played at high speed, such as during a tape
fast wind. Fast speech may be produced by shortening the vowels, but
consonants must be kept at roughly the original length. Nonspeech noises

should be eliminated. However, voiced/unvoiced detectors rarely make
these distinctions. A method is described by which noise may be separated
from voiceless speech on the basis of amplitude. This is shown by the
acceptance thresholds as seen in the second part of the figure.—DLR
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6,073,094

43.72.Gy VOICE COMPRESSION BY PHONEME
RECOGNITION AND COMMUNICATION OF
PHONEME INDEXES AND VOICE FEATURES

Lu Chang et al., assignors to Motorola
6 June 2000„Class 704Õ223…; filed 2 June 1998

This phoneme vocoder is designed for use in a broadcast system, such
as a digital radio, in which the speaker characteristics need not be preserved.
A simplified form of recognition is used to extract a phonetic unit sequence
from the input signal. This consists of a decorrelation of the log magnitude
of spectral bands, which is then filtered and transformed back into the spec-
tral domain. An autocorrelation then provides a voicing measure and a set of
spectral features which are used to look up the corresponding phonetic unit
in a reference library. The voicing information may be optionally transmit-
ted to improve the reproduced speech quality.—DLR

6,067,519

43.72.Ja WAVEFORM SPEECH SYNTHESIS

Andrew Lowry, assignor to British Telecommunications public
limited company

23 May 2000„Class 704Õ264…; filed in European Patent Office 12
April 1995

This patent describes a method for joining waveform segments from
different recordings, providing a smooth transition from the left segment to
the right segment. Each waveform segment may represent a different speech
sound, such as a different phoneme, where all phonemes were pronounced
by the same speaker. Each segment to be joined is categorized as voiced or

unvoiced and, if voiced, analyzed for glottal closure instants. Various
category-specific rules govern the joining process so that, for example,
voiced segments are aligned so as to match the glottal closure instants.—
DLR

6,068,485

43.72.Ja SYSTEM FOR SYNTHESIZING SPOKEN
MESSAGES

Marcia C. Linebarger and John F. Romania, assignors to Unisys
Corporation

30 May 2000„Class 434Õ116…; filed 1 May 1998

This patent describes a sentence synthesizing system designed for
aphasic patients who can speak individual words and short phrases, but who
have difficulty assembling such phrases into complete sentences. Such pa-
tients typically can manipulate symbols which represent the short compo-

nent items. These items can be separately recorded and each is associated
with a geometric figure. The user can then manipulate the figures using a
mouse, keyboard, or touch screen and cause the entire sentence to be
synthesized.—DLR

6,068,487

43.72.Ja SPELLER FOR READING SYSTEM

Mark S. Dionne, assignor to Lernout & Hauspie Speech Products
N.V.

30 May 2000„Class 434Õ178…; filed 20 October 1998

Patients with certain types of dyslexia or reading difficulties can be
aided by a system for spelling out selected words or their synonyms. The
device described here, intended for use with or as a part of a machine
reading system, allows the user to select a word from a document, perhaps
during the course of having that document read aloud by the machine, and
have the selected word spelled aloud. During the spelling, letters of the word
may be highlighted on the screen.—DLR

6,073,100

43.72.Ja METHOD AND APPARATUS FOR
SYNTHESIZING SIGNALS USING TRANSFORM-
DOMAIN MATCH-OUTPUT EXTENSION

Alan G. Goodridge, Jr. of Mountain View, California
6 June 2000„Class 704Õ258…; filed 31 March 1997

This high-quality audio synthesis system is said to be applicable for
text-to-speech synthesis, audio editing, musical effects, and low-delay voice
transformations, among others. Several input sections are defined using a
variety of transform-domain signal representations. A candidate signal is

then transformed and matched against the input sections. Matching pro-
cesses include frequency shifts, time shifts, and resampling factors. Selec-
tions are based on maximum cross-correlation, maximum sum of dot prod-
ucts, or minimum sum of squared differences.—DLR
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6,076,060

43.72.Ja COMPUTER METHOD AND APPARATUS
FOR TRANSLATING TEXT TO SOUND

Ginger Chun-Che Lin and Thomas Kopec, assignors to Compaq
Computer Corporation

13 June 2000„Class 704Õ260…; filed 1 May 1998

This text-to-speech synthesizer is based on multiple sets of letter-to-
phoneme rules. Separate rule sets are stored for portions of words; a set for
prefixes, a set for suffixes, and a third set for any remaining central portion

of the word. It is argued that such rule sets can do a better job of extracting
affixes from the head morpheme than traditional word-based rule sets. A
few examples are given, but no complete rule sets are presented.—DLR

6,067,515

43.72.Ne SPLIT MATRIX QUANTIZATION WITH
SPLIT VECTOR QUANTIZATION ERROR
COMPENSATION AND SELECTIVE ENHANCED
PROCESSING FOR ROBUST SPEECH
RECOGNITION

Lin Cong and Safdar M. Asghar, assignors to Advanced Micro
Devices, Incorporated

23 May 2000„Class 704Õ243…; filed 27 October 1997

A typical application of vector quantization in speech recognition is to
construct a codebook from frames, or sets of acoustic analysis coefficients.
If additional analysis vectors from preceeding or following frames are in-
cluded, the process is known as matrix quantization. In the recognizer de-
scribed here, the vectors or matrices are partitioned along the frequency axis
into two or more bands and quantization is performed separately in each
band. The band analysis results are then recombined using fuzzy logic meth-
ods to determine a final result.—DLR

6,067,517

43.72.Ne TRANSCRIPTION OF SPEECH DATA
WITH SEGMENTS FROM ACOUSTICALLY
DISSIMILAR ENVIRONMENTS

Lalit Rai Bahl et al., assignors to International Business Machines
Corporation

23 May 2000„Class 704Õ256…; filed 2 February 1996

For use in an information kiosk where information may arrive from
multiple news broadcasts, this speech recognizer includes multiple acoustic
analysis modules, each trained with speech having a different environmental
characteristic. During training, the clean speech training items are modified
by the addition of noise or a certain type of distortion and then passed to the
appropriate special case module. Several strategies are disclosed for select-
ing the most appropriate module during recognition.—DLR

6,067,520

43.72.Ne SYSTEM AND METHOD OF RECOGNIZING
CONTINUOUS MANDARIN SPEECH UTILIZING
CHINESE HIDDEN MARKOU MODELS

Lin-Shan Lee, assignor to Lee and Li
23 May 2000„Class 704Õ270…; filed 29 December 1995

This patent states that spoken Chinese is difficult to recognize because
the relatively small syllable inventory leads to greater confusion among
syllables. The problem is solved by a combination of methods, including
speaker-dependent input, isolated syllable pronunciation, and a streamlined
error correction process. The basic system uses standard hidden Markov
model classification of consonant and vowel phones. A special pitch analy-

sis process includes Mandarin tone analysis. As a syllable is recognized, a
corresponding character is displayed, which may be corrected by the user.
Word-length sequences with tones are looked up in a syllable-oriented dic-
tionary to find the most likely word. A further two-gram word sequence test
helps disambiguate homophonic words.—DLR

6,070,136

43.72.Ne MATRIX QUANTIZATION WITH VECTOR
QUANTIZATION ERROR COMPENSATION
FOR ROBUST SPEECH RECOGNITION

Lin Cong and Safdar M. Asghar, assignors to Advanced Micro
Devices, Incorporated

30 May 2000„Class 704Õ222…; filed 27 October 1997

This patent is closely related to United States Patent 6,067,515, re-
viewed in this issue, in that it uses the same vector and matrix quantization
methods. In the device presented here, a recognition controller uses any of
several strategies to trade off between the matrix and vector quantization
results to achieve the best overall recognition accuracy.—DLR
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6,067,521

43.72.Ne INTERRUPT CORRECTION OF SPEECH
RECOGNITION FOR A NAVIGATION DEVICE

Kazuo Ishii et al., assignors to Sony Corporation
23 May 2000„Class 704Õ275…; filed in Japan 16 October 1995

This car navigation system uses speech recognition, along with GPS
tracking and car speed sensing, to display a map of the local area. The
primary task of the speech input seems to be in selection of the size of the
region to be displayed. For the Japanese model, place names including pre-

fectures, cities, wards, towns, and villages would be recognized. The micro-
phone control uses push-to-talk and driver’s seat localization to minimize
false entry.—DLR

6,070,139

43.72.Ne BIFURCATED SPEAKER SPECIFIC AND
NON-SPEAKER SPECIFIC SPEECH
RECOGNITION METHOD AND APPARATUS

Yasunaga Miyazawaet al., assignors to Seiko Epson Corporation
30 May 2000„Class 704Õ275…; filed in Japan 21 August 1995

This speaker-independent speech recognition system uses a two-
processor method to improve on the recognition accuracy, hopefully ap-
proaching that of a speaker-dependent system. When a new speaker uses the
system, recognition is performed both by a speaker-dependent processor,
seen here as a remote terminal unit, and by a speaker-independent support
processor, described as a base unit. As the new voice is learned by the
terminal, it makes progressively less demands on the central unit by building
up a local memory of the new speaker’s characteristics.—DLR

6,070,140

43.72.Ne SPEECH RECOGNIZER

Bao Q. Tran of Houston, Texas
30 May 2000„Class 704Õ275…; filed 5 June 1995

Voice-controlled computer wakeup is desirable for small, portable de-
vices. However, such a capability is typically difficult to design because
some audio analysis is required to separate extraneous noises from valid
wakeup keys and, yet, the audio input processing system usually has a large
power drain, which should itself be advantageously powered down. This

system applies two features toward solving the above problem. A directional
multiple-microphone arrangement minimizes background noise and a hard-
ware low-pass filter with 2-KHz cutoff minimizes nonspeech noises. A suf-
ficient level of signal passing these constraints activates the full recognition
system.—DLR

6,073,091

43.72.Ne APPARATUS AND METHOD FOR
FORMING A FILTERED INFLECTED LANGUAGE
MODEL FOR AUTOMATIC SPEECH
RECOGNITION

Dimitri Kanevsky et al., assignors to International Business
Machines Corporation

6 June 2000„Class 704Õ9…; filed 6 August 1997

N-gram word probability estimates are more helpful in speech recog-
nition as the value ofn increases. However, the collection and management
problems multiply exponentially withn. This is particularly a problem for
inflected languages, such as Russian, where 400 000 word forms are needed
to represent 99% of the spoken language. This patent presents a solution in
the form of a layered probability model. Word forms are first ranked by
frequency of occurrence and assigned to frequency classes. The entire cor-
pus is then scanned to assignn-gram probabilities hierarchically, via the
frequency class assignments. The result is a substantial reduction in memory
and lookup time.—DLR

6,073,095

43.72.Ne FAST VOCABULARY INDEPENDENT
METHOD AND APPARATUS FOR SPOTTING
WORDS IN SPEECH

Satyanarayana Dharanipragadaet al., assignors to International
Business Machines Corporation

6 June 2000„Class 704Õ242…; filed 15 October 1997

A vocabulary-independent word spotting system is described in which
likely hits are recorded based on a precomputed table of phonemen-gram
statistics. Then-gram table also provides an efficient way to locate examples
of the target word in the training speech data. When a possible hit is de-
tected in the incoming speech, a detailed comparison of the speech wave-
form is done to further qualify whether the hit is a valid occurrence of the
target word.—DLR

SOUNDINGS
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6,071,123

43.72.Ne METHOD AND DEVICE FOR ENHANCING
THE RECOGNITION OF SPEECH AMONG
SPEECH-IMPAIRED INDIVIDUALS

Paula Anne Tallal et al., assignors to The Regents of the
University of California; Rutgers, the State University of New
Jersey

6 June 2000„Class 434Õ116…; filed 8 December 1994

A battery of psychological tests is described showing that speech per-
ception in certain disadvantaged individuals can be enhanced by slowing
down the rate of change of frequency transitions in the speech signal, as
shown in the figures. The patent describes a device for producing these rate

changes in real time from a normal speech input signal. The same effect is
said to apply to adult foreign language learning. The latter assertion should
be met with a healthy skepticism.—DLR

6,073,096

43.72.Ne SPEAKER ADAPTATION SYSTEM AND
METHOD BASED ON CLASS-SPECIFIC
PRE-CLUSTERING TRAINING SPEAKERS

Yuqing Gao et al., assignors to International Business Machines
Corporation

6 June 2000„Class 704Õ245…; filed 4 February 1998

This speaker-adaptive speech recognition system initially builds clus-
ters of speaker characteristes based on speaker-dependent training for each
of the training speakers. The trained models, in the form of HMM or other
speech models, are clustered using bottom-up methods, such as Gaussian
likelihood, or top-down methods, such as Euclidean distance, or by search-
ing for common acoustic characteristics. When a test speaker uses the sys-
tem, the nearest training cluster is adapted using a transformation technique,
such as maximum likelihood linear regression, to bring the cluster closer to
the test speaker’s acoustic space.—DLR

6,073,097

43.72.Ne SPEECH RECOGNITION SYSTEM WHICH
SELECTS ONE OF A PLURALITY OF
VOCABULARY MODELS

Joel M. Gould et al., assignors to Dragon Systems, Incorporated
6 June 2000„Class 704Õ251…; filed 13 November 1992

The patent describes a number of functions and capabilities of a
speech recognition system designed as a user interface for operating a per-
sonal computer. These functions include a prompting system to prompt the
user for specific words or phrases and then decide whether to adapt the
current model for a particular phrase or to prompt for additional inputs. The
system has the ability to obtain information from other running programs
and from the screen display in order to select speech models for particular
sets of words or phrases and can create new vocabulary states associated
with each such display or running program.—DLR

6,073,101

43.72.Ne TEXT INDEPENDENT SPEAKER
RECOGNITION FOR TRANSPARENT COMMAND
AMBIGUITY RESOLUTION AND CONTINUOUS
ACCESS CONTROL

Stephane Herman Maes, assignor to International Business
Machines Corporation

6 June 2000„Class 704Õ275…; filed 2 February 1996

This system provides both speaker-independent speech recognition
and text-independent speaker recognition. It is intended for control applica-
tions, such as vehicle control, computer control, voice dialing, or customer
data access. Acoustic feature vectors are extracted from overlapping speech
frames and compared with vector parameters and variances stored in a code-
book for enrolled speakers. A count is maintained of frames which are
sufficiently similar to one of the enrolled speakers. This count is then used
to identify an enrolled speaker or to detect a new unenrolled speaker.—DLR

6,073,102

43.72.Ne SPEECH RECOGNITION METHOD

Hans-Ulrich Block, assignor to Siemens Aktiengesellschaft
6 June 2000„Class 704Õ275…; filed in Germany 19 April 1996

This speech recognition system is intended for use in a control appli-
cation. As far as this reviewer can tell from the confusing patent text, a
system implementer can edit a list of possible key words, along with corre-
sponding actions to be taken by the system upon recognition. There is some
manner of provision for dealing with multiple action candidates, perhaps
that multiple key words can be defined to execute a particular action.—DLR

6,076,053

43.72.Ne METHODS AND APPARATUS FOR
DISCRIMINATIVE TRAINING AND ADAPTATION OF
PRONUNCIATION NETWORKS

Biing-Hwang Juang and Filipp E. Korkmazskiy, assignors to
Lucent Technologies, Incorporated

13 June 2000„Class 704Õ236…; filed 21 May 1998

This patent pertains to a method of storing alternative pronunciations
of a word in the form of a network so as to be usable by a speech recogni-
tion system. The recognition system uses HMM subword or phonetic units,
such that then-best responses to a spoken word will be likely to encompass
alternate pronunciations of that word. In other words, ‘‘how the word was
most likely spoken’’ is reinterpreted as ‘‘how the word might possibly be
spoken.’’ Detailed scoring procedures are presented for effectively using the
pronunciation networks so constructed.—DLR

SOUNDINGS
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6,076,054

43.72.Ne METHODS AND APPARATUS FOR
GENERATING AND USING OUT OF VOCABULARY
WORD MODELS FOR SPEAKER DEPENDENT
SPEECH RECOGNITION

George J. Vysotsky and Vijay R. Raman, assignors to Nynex
Science & Technology, Incorporated

13 June 2000„Class 704Õ240…; filed 29 February 1996

The patent describes a recognizer system in which multiple speaker-
dependent~SD! and speaker-independent~SI! recognizers are operated si-
multaneously using the same speech input signal. Each of the recognizers
may include various out-of-vocabulary, or garbage, word models. In this
case, words which are to be correctly recognized by a SI system are covered
by a garbage model in a SD system. This reduces the risk of obtaining
conflicting recognition results from the two systems.—DLR

6,076,056

43.72.Ne SPEECH RECOGNITION SYSTEM FOR
RECOGNIZING CONTINUOUS AND ISOLATED
SPEECH

Xuedong D. Huanget al., assignors to Microsoft Corporation
13 June 2000„Class 704Õ254…; filed 19 September 1997

Isolated-word speech recognizers typically work well as long as the
words are in fact spoken in an isolated manner. However, users would often
prefer to speak naturally until the system begins to make errors. At that
point, they will revert to an isolated-word speaking style. This recognition
system is able to combine previously trained speech reference data from
both isolated word and continuous recognition systems. New models are
trained for each word, resulting in a system which can benefit from the
advantages of each style of speaking for the recognition task.—DLR

6,076,057

43.72.Ne UNSUPERVISED HMM ADAPTATION
BASED ON SPEECH-SILENCE DISCRIMINATION

Shrikanth Sambasivan Narayanan et al., assignors to AT&T
Corporation

13 June 2000„Class 704Õ256…; filed 21 May 1997

The background section of this patent argues that a speech/silence
discriminator~SSD! can be used to help with the more general problem of
speech recognition. The patent discloses a procedure for training a SSD
without requiring previously marked training data. During normal speech
recognizer operation, a SSD HMM is adapted using an unidentified dis-
criminative training algorithm~the abstract suggests that a ‘‘GPD’’ might be
used!. The adapted SSD may then be used stand-alone or together with a
speech recognizer.—DLR

6,076,058

43.72.Ne LINEAR TRAJECTORY MODELS
INCORPORATING PREPROCESSING
PARAMETERS FOR SPEECH RECOGNITION

Rathinavelu Chengalvarayan, assignor to Lucent Technologies,
Incorporated

13 June 2000„Class 704Õ256…; filed 2 March 1998

The patent asserts that Mel-warped Fourier transform features, if trans-
formed appropriately, offer speech recognition performance superior to that
of the standard Mel cepstral coefficients. Fourier~DFT! coefficients are
processed into Mel-warped, log filter bank coefficients using known meth-
ods. A linear combination of succeeding frames is then computed as a new,
augmented feature vector. The weights are found by gradient descent opti-
mization based on a minimum classification error criterion.—DLR
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Excitation and propagation of non-axisymmetric guided waves
in a hollow cylinder

Jian Lia)

Matec Instrument Companies, Inc., 56 Hudson Street, Northboro, Massachusetts 01532

Joseph L. Roseb)

212 Earth & Engineering Sciences Building, The Pennsylvania State University,
University Park, Pennsylvania 16802

~Received 25 February 2000; accepted for publication 7 August 2000!

Excitation and propagation of non-axisymmetric guided waves in a hollow cylinder is studied by
using the normal mode expansion method~NME!. Different sources such as angle beam, tube end
excitation with normal beam, and comb transducer possibilities are discussed based on the
derivations of the NME method. Numerical calculations are focused on the case of angle beam
partial loading. Based on the NME method, the amplitude coefficients for all of the harmonic modes
are obtained. Due to the difference of phase velocities for different modes, the superimposed total
field varies with propagating distances and hence makes particle displacement distribution patterns
~angular profile! change with distance. This varying non-axisymmetric angular profile of guided
waves represents a nonuniform energy distribution around the hollow cylinder and thus has an
impact on the inspection ability of guided waves. The angular profiles of an angle beam source are
predicted by theory and then verified by experiments. The predicted angular profiles also provide
information for determining the transducer location to find defects in a certain position on the
hollow cylinder. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1315290#

PACS numbers: 43.20.Mv@DEC#

I. INTRODUCTION

Pipe and tube testing has been studied for decades as a
result of thousands of miles of tubing and piping in all sorts
of power generation, petrochemical, and manufacturing
plants. Recent studies have been made on the utilization of
ultrasonic guided waves for structural inspection over long
distances and also for structures under insulation and
coatings.1–10

The first paper on a complete theoretical investigation of
guided wave propagation in pipes was written by D. C.
Gazis.1 He obtained the general solution of harmonic waves
propagating in an infinitely long hollow cylinder. Numerical
calculations show that there are a doubly infinite number of
modes for a circular cylinder, which includes an infinite
number of torsional modes, an infinite number of longitudi-
nal modes and a doubly infinite number of flexural modes.2

Flexural modes are non-axisymmetric.2,6 The generation of
different modes depends on source loading conditions. Axi-
symmetric modes like longitudinal modes have been studied
carefully in earlier years because of their uniform circumfer-
ential energy distribution. Different kinds of generation
methods for axisymmetric modes have been widely used.
One example is the comb transducer for long distance pipe
inspection;8 Cawley used a dry coupled normal beam trans-
ducer at tube ends for heat exchanger inspection source
loading.9 A transducer array made of a series of normal beam
transducers was also used for axisymmetric guided wave
generation.10 Besides all of the methods mentioned, non-

axisymmetric source loading is desired in certain circum-
stances such as when only a portion of the cylinder might be
accessible. When non-axisymmetric guided waves are gener-
ated, the acoustic field is more complicated and the energy
distribution of the wave propagation needs to be known in
order to evaluate the guided wave inspection ability and to
perform frequency and angle tuning.

The hollow cylinder source loading problem was been
studied by John Ditri by using the NME method.4 The am-
plitude factors of the different harmonic modes were ob-
tained. However, the generated non-axisymmetric field dis-
tribution was not discussed, which is very important in terms
of the influence on the inspection ability of guided waves. In
this article, the normal mode expansion~NME! technique is
used to study the acoustic field distribution generated by par-
tial loading. Some special features such as resulting angular
profiles will be discussed. Numerical results show that the
angular energy profile of the guided wave varies with dis-
tance. The angular profile is carefully studied in both theory
and experiment. Its impact on guided wave inspection of
hollow cylinders is also discussed.

II. THE NORMAL MODE EXPANSION METHOD

The hollow cylinder studied is illustrated in Fig. 1,
where guided waves propagate along the1z and2z direc-
tions. In order to detect defects in a hollow cylinder, it would
be useful to understand the acoustic field generated by the
source. One traditional method for solving this problem em-
ploys a classical integral transform method. Instead of using
the integral transform method, we use here the normal mode
expansion method. In this technique, analogous to the expan-

a!Electronic mail: jxl352@psu.edu
b!Electronic mail: jlresm@engr.psu.edu

457 457J. Acoust. Soc. Am. 109 (2), February 2001 0001-4966/2001/109(2)/457/8/$18.00 © 2001 Acoustical Society of America



sion of a function in terms of any orthogonal set of functions,
the fields generated in the cylinder are expanded in the form
of an infinite series of the normal modes of the cylinder.4

The generated particle velocity can therefore be expanded as
follows:

veivt5(
M ,n

An
Mvn

Mei ~vt !, ~1!

whereAn
M , is the normal mode expansion amplitude of the

nth mode ofMth circumferential order, containsei (2kn
Mz),

assuming waves are propagating in the1z direction.

A. Dispersion curves

According to Gazis,1,2 there are a doubly infinite number
of propagating modes for the hollow cylinder. We denote the
fields of the normal modes by two indices,n andM, so that
the velocity field due to the ‘‘nth’’ mode of the ‘‘Mth’’ fam-
ily can be written1,2

vn
Mei ~vt2kn

Mz!5$Rnr
M ~r !Q r

M~Mu!er1Rnu
M ~r !Qu

M~Mu!eu

1Rnz
M ~r !Qz

M~Mu!ez%e
i ~vt2kn

Mz!, ~2!

wherev andk are the angular frequency and wave number,
respectively.vn

M is independent of the cylinder axial direc-
tion, z, and the time,t. The particle displacement can be
decomposed in three directions:er , eu , ez , which are the
unit vectors in a cylindrical coordinate system shown in Fig.
1. FunctionsR(r ) andQ(Mu) denote the radial and angular
distributions of the component of the stress produced by the
‘‘ nth’’ mode of the ‘‘Mth’’ family respectively.Q r

M , Qu
M ,

and Qz
M are sinusoidal functions, cos(Mu) and/or sin(Mu).

WhenM50, the modes are axisymmetric and forM.0, we
have a doubly infinite number of flexural modes. The disper-
sion curves for the axisymmetric longitudinal and non-
axisymmetric flexural modes are shown in Fig. 2, which, as
an example, is for a carbon steel pipe with 88-mm outer
diameter~o.d.! and 5-mm wall thickness.

From Fig. 2 we can see that the dispersion curves for the
longitudinal modes are very similar to those of Lamb waves.
Beside the dispersion curves for each longitudinal mode
L(0,n), there are an infinite number of flexural modes
F(M ,n) with phase velocities very close to that ofL(0,n).
The phase velocity difference between the longitudinal mode
and flexural modes will be shown. For convenience, we rep-
resent both longitudinal and flexural modes asL(M ,n). If
M50, it is a longitudinal mode; otherwise it is a flexural
mode. For an ordinary source such as angle beam wedge, the

generated modes are controlled by Snell’s law and the total
field is the superposition of the longitudinal mode and a
group of flexural modes. The slight difference between phase
velocities makes the superposition pattern change with the
propagating distance, and, therefore, leads to the varying an-
gular profile.

It should be pointed out that the dispersion curves for
the guided waves in a hollow cylinder are determined by two
geometrical factors that play different roles: cylinder diam-
eter and wall thickness. The numerical calculations show that
the phase velocities of the longitudinal modes are mostly
determined by wall thickness, which is similar to the plate
thickness for Lamb waves. The difference between the flex-
ural modes and corresponding longitudinal modes is deter-
mined by the cylinder diameter. Numerical calculations also
show that the larger the diameter, the closer the flexural
mode phase velocity will be to the longitudinal mode phase
velocity. This can also explain, in Fig. 2, why the phase
velocities of the flexural modes are so close to those of the
longitudinal modes because of a large cylinder diameter. For
a smaller diameter tube,7 the phase velocities of the flexural
and longitudinal modes are well separated, and the modes
are more easily defined.

B. Orthogonality of normal modes and the normal
mode expansion method

The amplitude factorAn
M can be calculated by using the

normal mode expansion method. In order to use this method,
first, the orthogonality relation between the waveguide
modes should be established. Such an orthogonality relation
has already been developed for the layered waveguide case.
The hollow cylinder case can start with the complex reci-
procity relation, which is described as follows:

¹•~V2* •T11V1•T2* !50, ~3!

whereV1 , T1 andV2 , T2 represents the particle velocity and
stress fields of the two different solutions to the linear elastic
wave propagation equation. Based on this relation, the or-

FIG. 1. Cylindrical coordinate system for the hollow cylinder.

FIG. 2. Dispersion curves for the axisymmetric longitudinal modes and
non-axisymmetric flexural modes in a carbon steel hollow cylinder with
88-mm diameter and 5-mm wall thickness.
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thogonal relation between wave modes can be derived in
terms of an area integral,P,4

Pnm
MN52

1

4 E E
D

~Vn
M*

•Tm
N1Vm

N
•Tn

M* !•ezds, ~4!

where D is the cross section of the waveguide. For two
modesVn

M , Vm
N ,

Pnm
MN50 unlessn5m and M5N. ~5!

With the orthogonality relationship in hand, we can pro-
ceed with the normal mode expansion technique. For the
complex reciprocity relation in~3!, we choose the total field
expressed as formula~1! and the field of moden of circum-
ferential orderM as expressed in formula~2!. The complex
reciprocity in formula~3! can be reformulated as
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•Tn

M* !•ez•eibn
M* zD

50. ~6!

The integral of formula~6! forms the basis for solving vari-
ous source loading problems. In the following section, nor-
mal beam, comb transducer and angle beam partial loading
are discussed based on formula~6! and the corresponding
orthogonality relations~5!.

C. Axisymmetric source loading

Both normal beam and comb transducers can be treated
as axisymmetric source loadings. See Fig. 3. Only axisym-
metric longitudinal modes are excited. If the source is placed
on the tube end, as in a normal beam method, the inner and
outer tube surfaces are traction-free, and the integral of the
first term in formula~6! will vanish. Hence the amplitude
factor An(z) can be derived based on formula~6!:

An~z!5S•
e2 ibnz

4Pnn
•~V̄nz* •p1V•T̄nzz* !, ~7!

whereS is the cross-sectional area of the tube end atz50;
Vnz and Tnzz are the average normal particle velocity and
normal stress at the tube end for the longitudinal moden. V
andp are the particle velocity and pressure of the source.

For another case, if the surface of the cylinder is not
traction-free, which is the case of partial or comb transducer
loading~source is placed on the outer boundary!, formula~6!
can be reformulated as

An
M~z!5

e2 ibn
Mz

4Pnn
MM E

2L

L

eibn
MhS R

]D
Vn

M*
•~T•er ! dsD dh,

~8!

where2L andL are the starting and ending positions of the
source along the cylinder, and]D is the outer boundary. For
a comb transducer, the outer boundary loading is axisymmet-
ric and hence, only axisymmetric modes can be generated. In
this case, formula~8! can be put in a simpler form:

An~z!5S*
Vnr* •p

4Pnn
e2 ibnz, ~9!

whereS is the transducer area touching the cylinder andp is
the normal pressure of the transducer.Vnr and Pnn are the
partial velocity and power density of that mode, respectively.
Note that formula~9! employs an assumption that the comb
element widths are much shorter than the wavelength. For a
transducer array withN elements and element distanceD, the
amplitude factor will be

An~z!5S*
Vnr* •p

4Pnn
e2 ibnz* sin

~2p* N* D/l!

~2p* D/l!
, ~10!

whereD is the element distance.An(z) will attain a maxi-
mum value whenD is equal to the wavelength. Therefore,
mode control can be implemented by changingD.

For the normal beam source or for just one comb ele-
ment, all possible longitudinal modes will be generated, al-
though with very different sensitivities. Figure 4 shows the
power carried byL(0,1) andL(0,2), which are excited by

FIG. 3. Axisymmetric source loading considerations.

FIG. 4. Relative power ofL(0,1) andL(0,2) modes sent by the single comb
element and normal beam source loadings on a carbon steel pipe with
88-mm o.d. and 5-mm wall thickness.
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the normal beam and a comb element, respectively. Suppose
that the transducers for both source loadings had a broadband
response and that the comb element widths were much
shorter than the wavelength. The frequency range for the
calculation for Fig. 4 is 50 KHz to 1.1 MHz. Figure 4 shows
that at low frequencies, efficiency to generate theL(0,1)
mode is greater for the comb transducer, but theL(0,2)
mode produced by the normal beam method is better. This
can be explained on the basis of the wave structures of both
modes. For example, for theL(0,1) mode at low frequency,
the particle displacement in the radius direction dominates
and carries most of the power transferred by the wave.
Therefore, it is much easier to couple with theL(0,1) mode
for the comb transducer at low frequencies.

D. Non-axisymmetric partial loading

A partial loading source is not axisymmetric and covers
only the pipe surface over some circumferential angle. Par-
tial loading generates both longitudinal and flexural modes in
the hollow cylinder. Due to the slight difference of the phase
velocities of the flexural modes, the particle displacement
distribution changes with propagating distance.

For an angle beam wedge loading, shown in Fig. 5, the
traction on the outer boundary can be formulated as in Fig. 4.

T•n15H 2p1~u!p2~z!er , uzu<L, r 5b, u,uu0u,

0, uzu.L, r 5b, u.uu0u.
~11!

Putting formula~11! into ~8!, we obtain a simpler form
for the amplitude factor:

A1n
M ~z!52
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From formula~12!, we see several ways of increasing
the amplitude factor of a particular mode, i.e., hence imple-
menting mode control. In order to make the amplitude factor
a maximum, we have to set the functionp2(z) equal to

e2 ibn
Mz, which leads to an expression of Snell’s law. We also

have to make the inner product betweenp1(u) and Q r
M a

maximum in order to maximize the amplitude of the mode
L(M ,n). For most angle beam wedges, it is simpler to con-
trol the first term by Snell’s law. For the second term, we
cannot change it and must therefore approximatep1(u) as a
constant value in certain areas.

III. NUMERICAL CALCULATIONS

For numerical calculations, consider a Plexiglas wedge
of size 30350 mm2. The hollow cylinder is an 88-mm-o.d.
carbon steel pipe with 5-mm wall thickness. The wedge cov-
ers 45 degrees in the circumferential direction of the pipe. If

we make the wedge angle 70 degrees and frequency 290
KHz for example, most of the generated modes will be
L(M ,2). Using the normal mode expansion method just dis-
cussed, the amplitude factors of each circumferential mode
L(M ,2) are computed, and then plotted in Fig. 6.

The total generated field can be calculated based on the
amplitude factor, phase velocity and wave structure of each
mode. By superimposing all of the modes together, we ob-
tain the particle displacement angular profiles of the total
field at different propagation distances, as shown in Fig. 7. In
Fig. 7, angular profiles are illustrated forL(M ,2) modes at
290 and 375 KHz andL(M ,1) modes at 375 KHz, respec-
tively. From Fig. 7, we can see that the variables that change
the angular profiles include angle beam size, frequency,
mode and propagating distance. At a distance close to the
transducer, in this case, at a 0-degree circumferential posi-
tion, the angular profiles are focused in the transducer loca-
tion area. When the wave propagates, the angular profiles
change and spread to various patterns. Even at the same dis-
tance, the angular profiles are different for the same mode at
different frequencies, or different modes at the same fre-
quency. Interestingly, Fig. 7 also show that when the propa-
gating distance is 3.4 m, most of the energy is focused on the
opposite circumferential position to the source loading for
L(M ,2) modes at the frequency of 290 KHz.

It should be pointed out thatL(M ,1) modes are ignored
for the angular profile calculations in Fig. 7. Although all
existing modes at the excitation frequency are generated as
we discussed, the phase velocities of theL(M ,1) modes are
very different from those of theL(M ,2) modes. Therefore,
when the incident angles are adjusted to generate theL(M ,2)
modes, the third terms of formula~12! for theL(M ,1) modes
are far less than those of theL(M ,1) modes, and thus the
small amplitudes of theL(M ,1) modes can be ignored.

The major conclusion drawn from one illustrative ex-
ample shown in Fig. 7 is that guided wave modes generated
by partial loading cannot find all of the defects in a pipe with
only one wedge angle and frequency because of the nonuni-
form angular profiles. Although this problem can be over-
come by rotating the transducer around the pipe, there is an
alternative by sweeping the frequency or transferring to an-
other mode to obtain different energy distribution/angular
profiles. The later method is valuable when only a part of the
pipe is accessible. We can see from Fig. 7 that the three

FIG. 5. Angle beam source loading for a hollow cylinder.

FIG. 6. Amplitude factors forL(M ,2) modes generated by a 70-degree
angle beam at 290 KHz.
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angular profiles together can cover almost all pipe areas at
any of the propagating distances.

Since the total fields are the superimposition of all of the
modes with different phase velocities, the slight difference of

phase velocities leads to a variation of the phase match be-
tween the different modes, therefore leading to variations of
the angular profiles along the propagating distance. This is
why phase velocity difference plays an important role in the

FIG. 7. Angular profiles at different distances on a carbon steel pipe with 88-mm o.d. and 5-mm wall thickness. Angle beam covers a 90-degree circumfer-
ential angle for~I! and a 45-degree circumferential angle for~II !, ~III ! and~IV !; ~I! L(M ,2) modes at 270 KHz;~II ! L(M ,2) modes at 270 KHz;~III ! L(M ,2)
modes at 375 KHz; and~IV ! L(M ,1) modes at 375 KHz.
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development of the angular profiles. Figure 7 indicates that
the angular profiles ofL(M ,2) at 290 KHz change faster
than those of the other two groups. This can be explained
based on the greater phase velocity difference between
L(M ,2) modes shown in Fig. 8.

IV. EXPERIMENT

Experiments were conducted to verify the theoretical
conclusions on the angular profiles. An eight-element angle
beam transducer array is placed around an 88-mm-o.d. 5-mm

FIG. 7. ~Continued.!
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wall thickness carbon steel pipe. The transducer array is
shown in Fig. 9. All transducers are 0.5-MHz broadband
piezocomposite transducers supplied by Krautkramer Bran-
son. An angle beam sending transducer was placed at a spe-
cific distance from the eight-element receiving transducer ar-
ray. The guided waves excited by the sender were received
by each array element separately. As each element was
placed at a different circumferential location, the signal am-
plitudes from all transducers produced an angular profile of
the guided waves at that distance. Before the experiment was
run, each transducer was calibrated for its sensitivity.

For the experiments, we set the frequency of the tone
burst signal of 290 kHz and a transducer angle of 30 degrees.
From the dispersion curves, we can see thatL(M ,2) modes
will be generated. If the transducer angle is set to 70 degrees,
L(M ,1) modes will be generated. The pipe was 2.95 m long.
We measured the angular profiles at distances from 0.85 to
2.7 m, as shown in Fig. 10. For comparison purposes, each
measured angular profile was plotted together with the theo-
retical results. Figure 10 shows that the experiment results
matched with the theory quite well.

In order to show the impact of the angular profiles on the
inspection ability of guided waves, we ran an experiment to
find an artificial defect by using theL(M ,2) modes at 290
kHz. Each element of the transducer array shown in Fig. 9
serves both a sender and receiver independently. At a dis-

tance of 1.8 m from the transducers, a 20 mm wide and 20%
deep notch was fabricated on the outer surface of the pipe.
The defect was at the same circumferential location as ele-
ment 1. Both were on the top of the pipe. The angular pro-
files in Fig. 7 show us that if a transducer is placed on the top
of the pipe, most of the energy of the guided waves would
focus on only the top and bottom of the pipe at the distance
of 1.8 m. Therefore, it was not surprising to find out that only

FIG. 11. Amplitude of the notch echo for each element.

FIG. 8. The phase velocity differences between the flexural modes (M
.0) and corresponding axisymmetric longitudinal modes (M50) for a
carbon steel pipe with 88-mm o.d. and 5-mm wall thickness.

FIG. 9. Eight-element transducer array around a pipe.

FIG. 10. Experimental and theoretical results of the angular profiles for the
L(M ,2) modes at the frequency of 290 kHz.
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elements 1 and 5 could receive strong echoes from the notch
~element 5 is on the bottom of the pipe!. This is shown in
Fig. 11. As an example, pulse echo waveforms for elements
5 and 7 are shown in Fig. 12. The difference between the
signals shows the significant impact of the angular profiles
on the testing ability of guided waves. In order to find the
defects at any of the circumferential locations, we have to
rotate the transducer around the pipe. It becomes possible to
find a defect on the bottom of a pipe, for example, with a
transducer on the top of the pipe. Alternatively, we can also
sweep frequency or change the mode in order to change the
angular profiles, indicating that non-axisymmetric guided
waves are generally more tedious than axisymmetric guided
waves for practical inspection. Software developments will
simplify, however, the use of non-axisymmetric guided
waves for efficient flaw detection and analysis. Given the
angular profiles, we can then obtain further information
about defects, such as circumferential locations, and poten-
tially shape and size information as well.

V. CONCLUSIONS

The normal mode expansion method was used for study-
ing a variety of pipe source loading problems. Discussions
were conducted for such cases as normal beam, comb trans-
ducer and partial loading. Numerical computations were
implemented for the partial loading case. The discussions are
focused on the variance of angular profiles for different
propagating distances. The changing variables for angular
profiles include frequency, wave mode, propagating distance
and source loading. The impact of the angular profiles on the
testing ability of guided waves was also discussed. Although
further consideration, like transducer rotation or frequency
tuning, is needed for non-axisymmetric guided waves to find
most all defects, non-axisymmetric guided waves can be
used to locate both the distance and circumferential location
based on the use of angular profiles. Further research is
needed, however, to develop test algorithms for defect detec-
tion, location, classification, and sizing with non-
axisymmetric loading.
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This paper presents a novel algorithm and numerical results of sound wave propagation. The method
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~CAA! Workshop benchmark problems@ICASE/LaRC Workshop on Benchmark Problems in
Computational Aeroacoustics, edited by J. C. Hardin, J. R. Ristorcelli, and C. K. W. Tam, NASA
Conference Publication 3300, 1995a# are considered: a narrow Gaussian sound wave propagating in
a one-dimensional space without flows, and the reflection of a two-dimensional acoustic pulse off
a rigid wall in the presence of a uniform flow of Mach 0.5 in a semi-infinite space. The first problem
was used to examine the numerical dispersion and dissipation characteristics of the proposed
algorithm. The second problem was to demonstrate the capability of the algorithm in treating sound
propagation in a flow. Comparisons were made of the computed results with analytical results and
results obtained by other methods. It is shown that all results computed by the present method are
in good agreement with the analytical solutions and results of the first problem agree very well with
those predicted by other schemes. ©2001 Acoustical Society of America.
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PACS numbers: 43.20.Mv@DEC#

I. INTRODUCTION

Acoustic waves propagating in a flow field are not only
of theoretical interest but also of practical importance for the
study of aeroacoustics and for the applications in industrial
designs. By nature, sound propagation in a flow field is a
complicated process: it can be the propagation of an external
sound source in a specified flow or the propagation of the
aerodynamic sound generated by a flow itself. The first type
of problem mainly deals with the flow effects on the propa-
gation of sound waves. The second kind of aeroacoustic
problems involves aerodynamic sound generation and propa-
gation and is normally more difficult to solve than the first
one. This paper presents a least-squares spectral element
method based on Legendre polynomials to solve the first
type of aeroacoustic problems, namely, to treat the propaga-
tion of a given sound source in a specified flow. The effec-
tiveness of the proposed algorithm and the flow effect on the
sound propagation are studied.

Acoustic waves are considered as small perturbations to
the mean flow, and they are transported by the mean flow in
addition to their own propagation. To account for the flow
effect on the propagation of sound waves, one needs to con-
sider the flow and acoustic characteristics simultaneously.
Normally, the time scale of acoustic propagation is different
from that of flow convection unless the flow is at transonic
speed. In addition, the acoustic pressure is much smaller than

the mean-flow pressure by three or four orders of magnitude
under a normal condition. Therefore, to compute the correct
pressure level associated with sound propagation in a tran-
sient flow is quite challenging because disparate scales of
acoustic and flow fields require stringent rules on numerical
accuracy for producing a meaningful solution. With the ad-
vent of high-speed computing resources, many numerical
schemes have been designed to advance the newly emerging
field called computational aeroacoustics~CAA!. This new
field continues to lead academic, NASA, and industrial
teams to develop a practical and efficient numerical tool for
computing aeroacoustic signatures for engineering applica-
tions.

Since 1994 academia, NASA research centers, and
NASA institutes for computer applications in science and
engineering have sponsored three CAA workshops to ad-
dress the numerical methods and issues relevant to solving
the aerodynamic sound generation and propagation in a fluid
flow.1–3 The American Institute of Aeronautics and Astro-
nautics~AIAA !, the American Society of Mechanical Engi-
neers~ASME!, and the Confederation of European Aero-
space Societies~CEAS! have also sponsored conferences and
programs in computational aeroacoustics since the early
1990’s. For example, in the 1995 ASME/JSME Fluids Engi-
neering and Laser Anemometry Conference, there was a spe-
cial volume addressing the algorithm and issues relating to,
and practical usage of, computational aeroacoustics.4 Also,
in a recent joint conference of AIAA/CEAS there were sixa!Electronic mail: wen-hwang.lin@boeing.com
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sessions of computational aeroacoustics dealing with the de-
velopment of basic methodologies and the engineering appli-
cations of the subject matter.5 Many articles on computa-
tional aeroacoustics have been published in the proceedings
and journals since 1990. In general, the numerical methods
of these publications can be roughly classified into the fol-
lowing schemes: the dispersion-relation-preserving~DRP!
approach and its variations,6–8 finite difference ~FD!
method,9,10 and finite element~FE! method.11,12 These refer-
ences are only cited here as illustrating examples and not
meant to be complete. More computational aeroacoustic lit-
erature can be found from these references.

In the present study we propose a high-order spectral
scheme to treat the propagation of sound waves in a flow.
Spectral methods offer the flexibility and accuracy via using
high-order polynomials to accomplish the spatial interpreta-
tion of variables to be solved. Therefore, they can be useful
when solving sound propagation problems in a flow field
because high resolution is required to solve these problems.
Since Gottlieb and Orszag13 introduced the numerical analy-
sis of spectral methods in the late 1970’s, researchers have
extensively studied and used the methods or the varied meth-
ods to solve various dynamic problems in fluid and solid
mechanics. For instance, Patera and his co-workers used the
isoparametric spectral element method based on Chebyshev
polynomials to solve incompressible viscous flow prob-
lems.14,15 Seriani16 and Seriani and Priolo17 used the Cheby-
shev spectral element method to solve the large-scale acous-
tic wave propagation in complex geological media. Koma-
titsch et al.18,19 solved the seismic problems of elastic wave
propagation using the Legendre spectral element method.
Schumack and Schultz20 used the spectral method with
Chebyshev and Legendre polynomials to solve Stokes equa-
tions on nonstaggered grids. Maliket al.21 solved the two-
dimensional wall-bounded shear flows with a Fourier–
Chebyshev spectral collocation method.

In the following sections, a least-squares spectral ele-
ment method based on Legendre polynomials is first pre-
sented in detail and then the numerical results obtained by
this method are discussed. The numerical examples were se-
lected from the benchmark problems of NASA ICASE/LaRC
Computational Aeroacoustics Workshop.1 These examples
were chosen to verify the applicability and accuracy of the
proposed method in solving aeroacoustic problems of sound
propagation. All computed results agree well with the ana-
lytical solutions and results of the first test problem also
agree well with the results obtained by the dispersion-
relation-preserving6 and standard finite-difference schemes.6

II. LEAST-SQUARES LEGENDRE SPECTRAL
ELEMENT ANALYSIS

In this section, we develop a least-squares Legendre
spectral element analysis for spatial discretization to solve a
partial differential equation of space and time. Let us con-
sider an inhomogeneous, partial differential equation written
in the following form:

@L #@u#5@ f# in a domain D, ~1!

where@L # contains the first-order partial differential operator
in space and time,$u% the column vector of unknown vari-
ables, and$f% the column vector of forcing functions. First,
we divide the domainD into a finite number of elements and
then assume an approximate solution to Eq.~1! in a typical
element can be written as

$ue~ t,x,y,z!%5(
i 51

N

(
j 51

N

(
k51

N

$ai jk%f i
e~x!f j

e~y!fk
e~z! ~2!

for a three-dimensional problem, wheref i
e(x),f j

e(y),fk
e(z)

are linearly independent basis functions in thex, y, and z
directions,ai jk the expansion coefficients for the unknown
variables, andN the total number of basis functions~or de-
grees of freedom! in each coordinate direction of an element.
It is noted that the same kinds of basis functions are em-
ployed for all unknowns. This feature is a characteristic of
the proposed algorithm and it simplifies the mathematical
formulation and numerical implementation. Generally, the
basis functions are arbitrary and need not satisfy the differ-
ential equation or boundary conditions. However, they must
be differentiable once in the domain and at the boundaries to
guarantee theC0 continuity of field variables at the element
boundaries.

Substituting Eq.~2! into Eq. ~1!, forming the integral of
the square of residual over the domain, and applying the
method of least-mean squares~e.g., Refs. 22 and 23! to the
integral with respect to the unknown coefficients, one obtains
a least-square element equation

(
i 51

N

(
j 51

N

(
k51

N

Klmni jkai jk5Flmn , ~3!

for the unknown$ai jk%, where

K lmni jk5E E E
e
@Lf l~x!fm~y!fn~z!#T

3@Lf i~x!f j~y!fk~z!#dx dy dz, ~4a!

Flmn5E E E
e
@Lf l~x!fm~y!fn~z!#Tf~ t,x,y,z!dx dy dz,

~4b!

T indicates the transpose of a matrix. Equation~3! shows that
the original differential equation becomes a discretized ele-
ment equation with its coefficients, Eq.~4a!, written in terms
of the integral of products of the derivatives of basis func-
tions over the domain. The forcing functions are also
weighted by the derivatives of basis functions, as shown in
Eq. ~4b!. These equations are fundamental of designing a
numerical algorithm to solve the original differential equa-
tion.

In order to utilize the spectral element method to evalu-
ate the integrals in Eqs.~4a! and ~4b! with the aid of Gauss
quadrature rules,24 we transform the physical domain~x, y, z!
into a computational space~j, h, z! with the aid of isopara-
metric tensor-product mapping15,20 defined as

466 466J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 W.-H. Lin: Spectral element solutions to propagation problems



x~j,h,z!5(
i 51

N

(
j 51

N

(
k51

N

xi jk
e f i~j!f j~h!fk~z!,

y~j,h,z!5(
i 51

N

(
j 51

N

(
k51

N

yi jk
e f i~j!f j~h!fk~z!, ~5!

z~j,h,z!5(
i 51

N

(
j 51

N

(
k51

N

zi jk
e f i~j!f j~h!fk~z!,

wherexi jk
e , yi jk

e , zi jk
e are the coordinates of theNth node in

the physical element, andj, h, z are the coordinates ranging
from 21 to 1 in a computational element. Within each ele-
ment we use the Lagrange interpolation functions, which in
turn are in terms of Legendre polynomials, to accomplish
nodal interpolation. The grid nodes in the computational do-
main are chosen as Legendre–Gauss–Lobatto collocation
points,20,25 which are the roots obtained by solving (1
2j2)LN8 (j)50, (12h2)LN8 (h)50, and (12z2)LN8 (z)50
in the ~j, h, z! space for a three-dimensional problem. The
prime in these expressions indicates the derivative ofLN

with respective to the corresponding argument andLN is the
Nth-order Legendre polynomial. For a two-dimensional
problem only the first two expressions need be solved for the
collocation points in the~j, h! space, and for the one-
dimensional problems only the first one need be solved in the
j space. As shown in Refs. 20 and 25, the Lagrange interpo-
lation functions in the computational domain can be written
in terms of Legendre polynomials as

fa~j!5
21

N~N11!LN~ja!

~12j2!LN8 ~ja!

j2ja
,

fb~h!5
21

N~N11!LN~hb!

~12h2!LN8 ~hb!

h2hb
, ~6!

fg~z!5
21

N~N11!LN~zg!

~12z2!LN8 ~zg!

z2zg
,

with fa(jm)[dam ~the Kronecker delta function!,
ja , hb , zg are Legendre–Gauss–Lobatto points, anda, b,
g are from 1 toN.

Using these coordinate transformation relations, one can
evaluate the integrals in Eqs.~4a! and ~4b! in a cube of
volume of 8 units for a three-dimensional problem, in a
square of area of 4 units for a two-dimensional problem, or
in a line of length of 2 units for a one-dimensional problem.
That is, for a three-dimensional problem Eqs.~4a! and ~4b!
become

K lmni jk5E
21

1 E
21

1 E
21

1

~L ~j,h,z!f l~j!fm~h!fn~z!!T

3~L ~j,h,z!f i~j!f j~h!fk~z!!J dj dh dz, ~7a!

Flmn5E
21

1 E
21

1 E
21

1

~L ~j,h,z!f l~j!fm~h!fn~z!!T

3f~ t,j,h,z!J dj dh dz, ~7b!

where J is the Jacobian of the coordinate transformation.
These two integrals can be computed exactly with the aid of
Gauss quadrature rules26 as

K lmni jk5 (
a51

N

(
b51

N

(
g51

N

W~ja!W~hb!W~zg!

3@Lf l~ja!fm~hb!fn~zg!#T

3@Lf i~ja!f j~hb!fk~zg!#J~ja ,hb ,zg!, ~8a!

Flmn5 (
a51

N

(
b51

N

(
g51

N

W~ja!W~hb!W~zg!

3@Lf l~ja!fm~hb!fn~zg!#T

3f~ t,ja ,hb ,zg!J~ja ,hb ,zg!, ~8b!

whereN is the number of Legendre–Gauss–Lobatto points
in each integration direction, andW the weighting factors for
the Gauss–Legendre quadrature, which again can be written
in terms of Legendre polynomials~for example, see Refs. 20
and 25! as

Wa5
2

N~N11!@LN~ja!#2 , Wb5
2

N~N11!@LN~hb!#2 ,

Wg5
2

N~N11!@LN~zg!#2 .

At this point we have cast the least-squares finite-element
equation@i.e., Eq.~3!# into a least-squares Legendrespectral
element equation with the aid of Eqs.~8a! and ~8b!.

It should be noted that the time discretizaton is still open
at this moment and that it can be accomplished by various
second- or higher-order schemes such as Crank–Nicholson27

or Adams–Bashforth13 method. Details of time differencing
are shown in the following numerical examples. In the first
example the Crank–Nicholson scheme was used to discretize
the time derivative, and in the second example the Adams–
Bashforth scheme was used.

The spectral element equation plus an appropriate time
discretization can be solved with initial and boundary condi-
tions for the unknown coefficients,$ai jk%, and for other field
variables at every node at any time. In the following two
sections, the method of least-squares Legendre spectral ele-
ment is applied to solve the propagation of a one-
dimensional Gaussian pulse without a flow, and the reflec-
tion of a two-dimensional Gaussian pulse from a rigid wall
in a uniform flow of Mach 0.5. These problems were chosen
from the benchmark problems of NASA Computational
Aeroacoustics Workshop1 to test the property and accuracy
of the proposed method.

III. PROPAGATION OF ONE-DIMENSIONAL WAVES

Consider the initial value problem for the propagation of
one-dimensional convective wave in a domain ofx between
220 and 450. The differential equation for this wave propa-
gation problem can be written as1,6
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]p

]t
1

]p

]x
50, 220<x<450,

~9!

p50.5 expF2 ln 2S x

bD 2G at t50,

wherex is normalized with grid spacingDx, t normalized
with Dx/c ~c5speed of sound!, p the sound pressure nor-
malized withrc2 ~r5fluid density!, andb the width of half
maximum. The exact solution to this problem is

p50.5 expF2 ln 2S x2t

b D 2G . ~10!

To solve Eq.~9! via the proposed method, we write the
differential wave equation in a semidiscrete form as

S 11aDt
]

]xD p5S 12@12a#Dt
]

]xD p0, ~11!

wherep0 is the initial condition,Dt the time step size, anda
is a parameter representing various time-marching schemes.

FIG. 1. Variations of pressure ampli-
tudes with time step size forb53 and
t5400.

FIG. 2. Variations of pressure ampli-
tudes with element number forb51
and t5400.
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For instance, whena is set to 0.5, the algorithm is the
Crank–Nicolson scheme, and ifa is set to 1, the algorithm is
the backward difference scheme. In the present studya is
always set to 0.5; therefore, the time discretization for this
problem is of a second-order scheme. Equation~11! is in the

same form as Eq. ~1! with the unknown p,
@11aDt(]/]x)# the matrix operator, and the right-hand side
as the forcing function. Following the formulation described
in Sec. II, one has the least-squares spectral element equation
for the propagation of one-dimensional waves as

FIG. 3. Comparisons of numerical
pressure amplitudes with analytical re-
sult for b51 andt5400.

FIG. 4. Comparisons of numerical
pressure amplitudes with analytical re-
sult for b52 andt5400.
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5 (
k51
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0G
3Fd i l 1
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]j GJ~j l !W~j l !, ~12!

where i is from 1 to N, d i j the Kronecker delta function,J
the Jacobian of coordinate transformation,W the weighting
factor for the Gauss–Legendre quadrature,j i the Legendre–
Gauss–Lobatto points,ak

0 is the initial condition relating to
p0, and ak the unknown to be solved. This equation was
solved for sound propagation with the initial pressure given
in Eq. ~9! for three values of half-maximum width~namely,
b51,2,3!.

Figure 1 shows the variations of pressure amplitudes
with the size of time step for the case ofb53. The number
of elements and the order of Legendre polynomial used for
calculating these results are 200 and 6, respectively. As seen
from this figure, the wave amplitude decreases and the wave
tail oscillates when the time step size is greater than 0.25.
Namely, the wave is dissipative and dispersive when the
time step is too large. The wave amplitude drops 4% fordt
50.25 and 16% fordt50.5, compared with the exact value.
From numerical experiments, it is known that for a fixed size
of grid the larger time step is harder than the smaller time
step to satisfy the numerical stability condition, namely,
Dt/Dx<1 in this problem, whereDt and Dx are the time
step and grid size, respectively. Therefore, to compute the
correct wave amplitude and phase with a given grid, one
needs to perform a sensitivity study of time step and grid size

~whose effect is discussed below! to prevent numerical dis-
sipation and dispersion.

Figure 2 shows the effect of grid size on pressure am-
plitudes forb51 with a fixed time step and a fixed order of
the interpolation function~i.e., Legendre polynomial!. This
figure also shows the comparison of the computed results
with the analytical solution. As seen from this figure, the
wave tail oscillates when the number of elements of a grid is
small. In the case ofb51 the pulse is very sharp like a delta
function, so that it is difficult to model the pulse motion
correctly. When the grid is coarse~or the number of elements
is small! and not able to resolve the waveform, the computed
amplitude is dissipated and its phase is oscillating. For ex-
ample, the wave oscillates in the trailing edge and does not
have the right peak value at the correct time for 400- and
1600-element grids. Also, the wave amplitude drops for the

FIG. 5. Comparisons of numerical
pressure amplitudes with analytical re-
sult for b53 andt5400.

FIG. 6. Geometry for sound waves reflected from a wall in a uniform flow
of Mach 0.5.
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400- and 1600-element grids because these grids are not fine
enough to resolve the wave magnitudes and shapes. Al-
though the results presented in this figure are forb51, it is
expected that similar phenomena will be observed forb52
and 3. However, for a broader pulse fewer grid points are
needed to resolve the wave shape, phase, and magnitude.

Figures 3–5 show the comparisons of computed results
of various numerical schemes with the analytical results for
b51,2,3. It is seen from these figures that when the pulse is
narrow ~namely, b51!, both DRP and standard finite-
difference schemes6 do not predict correct wave magnitude
and phase. Atb52, both spectral and DRP schemes predict
the correct waveform and magnitude, and both are compa-
rable with the analytical solution. However, the 14th-order
finite-difference method still does not compute the correct
wave phase and magnitude forb52. When the waveform is
broader~i.e., b53!, all three schemes predict correct results,
which are very close to the analytical solution.

Typically, the CPU~central process unit! time for com-
puting the propagation of a broad pulse~whoseb53!, on a
Sun Ultrasparc II single processor of 450 MHz, forct/Dx
5400 with a time stepDt50.05 on a grid of 1000 points is
60 s with the present method, 45 s with the 15-point DRP
scheme, and 50 s with the 14th-order finite-difference
scheme. The current spectral method uses a grid of 50 ele-
ments and the 20th-order Legendre polynomials to obtain the
solution, which is of the same accuracy as those obtained by
the DRP and FD methods. Normally, if the time-advancing
scheme is the same for all methods, then the spectral element
method normally takes fewer points to achieve the same ac-
curacy. Therefore, using fewer grid points will compensate
the longer CPU time of using the spectral method.

IV. REFLECTION OF AN ACOUSTIC PULSE FROM A
RIGID WALL

Consider the reflection of an acoustic pulse off a rigid
wall in the presence of a uniform flow of Mach 0.5 in a

semi-infinite space bounded by an acoustically rigid wall at
y50, as shown in Fig. 6. The acoustic pulse originally lo-
cated at~0, 25! is released att50 and transported by the
uniform flow. The governing equations for the pulse propa-
gation written in a matrix are

F ]

]t
1M

]

]x

]

]x

]

]y

]

]x

]

]t
1M

]

]x
0

]

]y
0

]

]t
1M

]

]x

G H p
u
n
J 50, ~13!

with M being the Mach number and equal to 0.5 in this
problem. Using the Adams–Bashforth scheme with three-
time levels as in Ref. 13, one obtain a semidiscrete equation
for the above matrix equation as

FIG. 7. Effect of grid size on the pres-
sure waveform along the liney50, t
560, pref5rc2, wherec is the speed
of sound andr the fluid density.

FIG. 8. Comparisons of sound pressures along the liney50 with the exact
solutions at various time,pref5rc2, wherec is the speed of sound andr the
fluid density.
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]
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]
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]
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]
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FIG. 9. Pressure waveforms along the liney5x, pref5rc2, wherec is the speed of sound andr the fluid density,s5(x21y2)0.5.
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where a151, a251.5, and a3520.5 are the time-
differencing parameters associated with the Adams–
Bashforth scheme. The square matrix and the column matrix
on the left-hand side are the system matrix@L # and the un-
knowns, respectively, and the column matrix on the right-
hand side is the initial condition acting as a forcing function.
This equation can be used to solve the propagation of sound
waves in a uniform flow with a set of initial and boundary
conditions. The nondimensional initial conditions1 for this
problem areu50, v50, and

p5expF2 ln 2H x21~y225!2

25 J G . ~15!

Following the formulation outlined in Sec. II, we have
developed a least-squares Legendre spectral element code
and computed the sound pressures associated with the pulse
propagation at various times. The total number of elements
used in all calculations for this problem is 16. The computed
results are shown in Figs. 7–9 with the comparison of ana-
lytical results. It is noted that all exact pressures were com-
puted from the analytical solution of Ref. 1 at the same grid
nodes as in the spectral method.

Figure 7 presents the effect of grid size~related to the
order of Legendre polynomial! on the computed results. It is
seen that both the 11th- and 15th-order polynomials are not
adequate to resolve the wave amplitude and phase. The
waveform oscillates for the grids with these two polynomi-
als. As the order of spectral polynomial increases, the com-
puted result agrees very well with the exact solution. Again,
the coarse grid causes numerical dispersion such that the
computed waveforms oscillates and the wave amplitudes are
not right. From the numerical experiments on this problem, it
is found that normally it takes about eight nodes to represent
a complete wave. All grids used for the following calcula-
tions employ the 19th-order Legendre polynomial and have
eight points or more to resolve a complete wave.

Figure 8 shows the comparison of the pressure wave-
form along the wall~i.e., y50! and Fig. 9 shows that along
the liney5x. It is seen from these figures that the computed
and analytical results are in good agreement. The maximum
error defined as the absolute value of the difference between
the exact and computed results varies between 1024 and
1027. Figure 8 shows that the pulse has a maximum before it
reaches the rigid wall and has two maximums after it is re-
flected from the wall~namely, aftert524!. The two maxi-
mums are due to the reinforcement effect of the reflected
wave to the original wave, and they are symmetric with re-
spect to the center of the pulse and their magnitude gradually
decreases when time is increasing. Eventually the forward
wavefront~referred as the wave in the direction of 0°! leaves
the downstream boundary when the nondimensional time,t,
greater than 70. This forward wave moves three times faster
than the backward wave~referred as the wave in the direc-
tion of 180°!, as can be seen from the locations of the maxi-
mums or the minimums whent is greater than 30~namely, at
t550,70,90!.

Figure 9 shows another interesting phenomena about the
pulse propagation as time progresses. This figure also shows
the comparison of computed pressures, along the liney5x,

with the exact pressures at various times. The 45° line,y
5x, cuts through different parts of the original and reflected
waves as time increases. For example, whent515, the pulse
does not reach the rigid wall so that the two maximums
belong to the original wave. Att530, the pulse has been
reflected from the rigid wall; therefore, there is one hump
associated with the reflected wave and one for the original
wave. Because the pulse is just reflected from the wall att
530, the 45° line only cuts a small part of the reflected wave
and the corresponding hump is small. As time progresses
such that the nondimensional time equal to or greater than 60
~i.e., t560,75,90!, the 45° line cuts through the original and
reflected waves at points of nearly equal amplitude. Att
590, the line barely cuts the original wave because the origi-
nal pulse front moves further and almost passes that line. At
t5100, the line only cuts the reflected wave because the
original pulse already moves far from the 45° line.

V. CONCLUDING REMARKS

A least-squares spectral element method has been pre-
sented with numerical solutions to the problems of one- and
two-dimensional sound propagation. The computed results
compare very well with the analytical results that were cal-
culated at the same grid nodes from the exact solutions. For
the one-dimensional wave, comparison was also made with
the results obtained by the DRP and standard finite-
difference schemes.6 In general, the comparisons agree very
well for the broad pulses~i.e., for the pulses with half-
maximum width b52 and 3!. When the pulse width be-
comes narrow such that it resembles a delta function, it is
hard to model the pulse motion accurately with the standard
finite-difference or DRP scheme.6 To compute the correct
waveform, phase, and amplitude for a pulse with the half-
maximum width b51, we used 3200 elements and the
eighth-order Legendre polynomial for a domain of nondi-
mensional length of 470. The result computed with this grid
agrees very well with the exact solution. Overall, results ob-
tained from the present study indicate that the least-squares
Legendre spectral element method is accurate to treat sound
propagation in flows or in a domain without flow. This prop-
erty makes the method very attractive to developing an ac-
curate tool to treat the second type of aeroacoustic problems,
i.e., the aerodynamic sound generation and propagation.
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Improved solution for the vortical and acoustical mode coupling
inside a two-dimensional cavity with porous walls
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This work presents an improved solution to a former study that analyzes the oscillatory motion of
gases prescribed by vortico-acoustical mode coupling inside a two-dimensional porous cavity. The
physical problem arises in the context of an oscillating gas inside a rectangular enclosure with wall
transpiration, sublimation, or sweating. Previously, a multiple-scale solution was derived for the
temporal field. The asymptotic formulation was based on an unconventional choice of scales. Its
accuracy was also commensurate with the size of«, a parameter that captured the effect of small
viscosity. Currently, an exact solution is derived and compared to the previous formulation. A
simple WKBJ solution is also constructed for validation purposes. Unlike both asymptotic
formulations, the exact solution remains accurate regardless of the range of physical parameters.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1340648#

PACS numbers: 43.20.Bi, 43.20.Hq, 43.20.Mv, 43.28.Py@LCS#

I. INTRODUCTION

The purpose of this work is to provide both exact and
asymptotic solutions to a boundary value problem that arises
in the context of a fluid oscillating inside a rectangular cavity
with transpiring walls. The corresponding mean-flow inter-
actions with oscillatory motion involve time-dependent iner-
tial, convective, and diffusive mechanisms. In a previous
article,1 an approximate solution was obtained using
multiple-scale perturbation tools. The perturbation technique
used was unconventional in the sense that it relied on a non-
linear scaling transformation. This was necessitated by the
intricate inner and outer scaling structures caused by com-
plex interactions of convective, inertial, and diffusive mecha-
nisms. The resulting asymptotic formulation was found to be
useful in characterizing the time-dependent field. The latter
was a by-product of vortical and acoustical mode interac-
tions that were driven, at the solid boundaries, by the acous-
tic pressure field. The asymptotic solution found by
Majdalani1 was simple, compact, and practical. However, its
accuracy was limited since it depended on the size of a per-
turbation parameter« that was the reciprocal of the kinetic
Reynolds number. Results were accurate as long as« re-
mained small. The advantages of removing this limitation
were therefore obvious.

Motivated by the desire to seek a more general formu-
lation, an exact analytical solution will be derived here that is
independent of«. Not only will the exact solution be appli-
cable to a wider range of physical parameters, but it will also
provide the means to verify the former asymptotic solution in
a rigorous fashion. This will be followed by applying a stan-
dard WKBJ~Wentzel, Kramers, Brillouin, and Jeffreys! ap-
proach to arrive at a leading order, uniformly valid approxi-
mation. The WKBJ fomulation will be shown to coincide
with the leading order term of the former multiple-scale so-
lution. This will justify the unusual, nonlinear scaling trans-
formation used formerly.1 Due to its accuracy over a range of
flow parameters, the compact multiple-scale formulation will
be shown to provide a practical equivalent to the exact solu-

tion. Moreover, it will clearly exhibit the functional depen-
dence on physical parameters.

II. MATHEMATICAL ANALYSIS

The mathematical model pertains to the acoustic veloc-
ity and pressure fields described by Majdalani.1 For the sake
of consistency, the same geometry and notation will be used
here.

A. Velocity field

As detailed in the preceding article,1 we consider a per-
fect gas performing small oscillations~at a circular frequency
v0) about a steady two-dimensional field. This field is estab-
lished inside a long and narrow cavity of lengthL, height
2H, and widthW. In a Cartesian reference frame anchored
at the cavity’s head-end center,y andz represent the cross-
flow and streamwise coordinates. All spatial coordinates are
normalized byH. For pressure oscillations of amplitudeAp

and mean pressurep0 at the cavity’s head end, the total
velocity profile can be expressed as a sum of steady and
temporal components. The temporal component can be ex-
pressed, in turn, as a sum of acoustic, pressure-driven, and
solenoidal, vorticity-driven modes. As shown in the preced-
ing article,1 the total dimensional velocity may be repre-
sented by

~1!

whereVb is the gas velocity at the transpiring wall,a0 is the
speed of sound, andt is dimensionless time. In fact, time
t(5a0t*/ H) is made dimensionless by referring the actual
time t* to the average time it takes for an acoustic pressure
disturbance to travel from the porous wall to the centerline,
(H/a0). Note thatu* is composed of a mean and two time-
dependent parts. The dimensionless mean-flow velocityU is
given by

U5Uyey1Uzez52yey1zez , ~2!
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wherey5y*/ H is the dimensionless normal distance mea-
sured from the porous wall. Furthermore,z5z*/ H is defined
to be the~dimensionless! axial distance measured from the
cavity’s head-end wall. The dimensionless unit vectors
(ey ,ez) have their usual significance. As such, the mean ve-
locity component in Eq.~1! is the product ofVb and the
nondimensional spatial vectorU.

Having fully defined the steady field inside the cavity,
the acoustic velocity that appears in the unsteady part of Eq.
~1! can be normalized by the speed of sounda0 and written
as1

û~z,t !5 i ~«w/g! sin~kmz!exp~2 ikmt !ez1O~Mb!. ~3!

Here «w5Ap /p0 is the pressure wave amplitude,g is the
ratio of specific heats,km5mpH/L is the dimensionless
wave number, andm51,2,3,... is the acoustic mode number.
Note that these parameters are all unitless.

The second unsteady part of Eq.~1! represents the vor-
tical velocity response. This component stems from the lin-
earized, rotational momentum equation known to the order
of the cross-flow Mach number (Mb5Vb /a0!1). This can
be expressed by

ũ~y,z,t !5V~y,z!exp~2 ikmt !, V~y,z!5Vyey1Vzez . ~4!

Noting that Vy /Vz5O(Mb), the corresponding vortical
mass and momentum conservation equations are

]Vy/]y 1 ]Vz/]z50, ~5!

iVz5sF ]

]z
(VzUz)1Uy

]Vz

]y G2«
]2Vz

]y2
1O~Mb!, ~6!

where

«[ 1/Rek 5 n0/v0H2 , s[ 1/Sr5 Vb/v0H . ~7!

The last two parameters represent the reciprocals of the ki-
netic Reynolds number, Rek , and the Strouhal number, Sr.
Since, in practice, Rek.103 and Sr.10, both« and s can
be used as primary and secondary perturbation parameters.
Note that the Strouhal number is the product of the circular
frequency and characteristic height (v0H) divided by the
velocity at the boundaryVb . SinceVb is two-to-three orders
of magnitude smaller thana0 , Sr is much larger than the
familiar aeroacoustic Strouhal number based on the speed of
sound. The latter extends over the range@1023,10# with a
peak in the noise spectrum occurring at Sr'0.2. In the cur-
rent analysis, Sr extends over the range@10,103# with a com-
monly reported value of Sr'50.

When separation of variables is applied to the momen-
tum equation~6!, the vortical velocity component can be
solved for. The result is

Vz~y,z!52
«w

g
i (
n50

`
~21!n~kmz!2n11

~2n11!!
Yn~y!. ~8!

Here the velocity eigenfunctionYn(y) must be determined
from the boundary-value problem defined by

«
d2Yn

dy2
1sy

dYn

dy
1@ i 2~ln11!s#Yn50, ln52n11, ~9!

and

Yn~1!51 ~no-slip!, ~10!

dYn~0!/dy 50 ~centerline symmetry!. ~11!

B. Unconventional multiple-scale solution

Using two fictitious scales,y05y and y15«y22, a
multiple-scale solution forYn was derived before by
Majdalani.1 Using the superscriptM for ‘‘multiple scale,’’
this solution is reproduced here for convenience and added
clarity

Yn
M~y!5y2n12 exp$2j@12s2~2n11!~2n12!#h

2 i @ ln y1js2~4n13!h#/s%1O~«!, ~12!

where j5Sr3/Rek is a viscosity parameter. Note that the
asymptotic solution strongly depends on

h~y!5E
1

y

Uy
23~t!dt5~y2221!/2. ~13!

Physically,h represents the characteristic length scale nor-
mal to the porous wall. It thus controls the rate of decay of
the rotational wave amplitude as the distance from the po-
rous wall is increased. For example, near the porous wall,
h(1)5O(1), and so is therotational wavelength. However,
as the core is approached,h(0)→`, and the rotational
wavelength becomes infinitesimally small.

At this point, one may substitute Eq.~12! back into Eqs.
~8! and ~4!. At the outset, one obtains

ũz
M~y,z,t !52 ~«w/g! iy sin~kmyz!exp@2~122s2!jh

2 i ~ ln y13js2h!/s2 ikmt#1O~«!. ~14!

From continuity, the normal componentũy can be deter-
mined. Thus using]ũy /]y52]ũz /]z, one gets

ũy
M~y,z,t !52 ~«w/g! Mby3 cos~kmyz!exp@2~122s2!jh

2 i ~ ln y13js2h!/s2 ikmt#1O~«!, ~15!

whereũy /ũz5O(Mb) is confirmed. Superimposing acoustic
and vortical fields gives the total oscillatory velocity. Writing
at O(Mb) renders, at length,

uz
M~y,z,t !5 ~«w/g! iexp~2 ikmt !$sin~kmz!2y sin~kmyz!

3exp@2~122s2!jh2 i ~ ln y13js2h!/s#%,

~16!

whose real part is

~17!

where
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z5j~122s2!h, F5~ ln y13js2h!/s. ~18!

C. Exact solution

The separated momentum equation~9! can be expressed
as:

R21Yn91yYn81@ i Sr2~2n12!#Yn50;

R[Rek /Sr5VbH/n0 .
~19!

In addition to Sr, Eq.~19! appears to be controlled by the
cross-flow Reynolds numberR.

1. Liouville –Green transformation

An exact solution to Eq.~9! seems possible if a trans-
formation can be implemented in a manner to eliminate all
variable coefficients from the differential equation. To that
end, a Liouville–Green transformation may be attempted~cf.
Nayfeh,2 pp. 364–366!. This requires setting

X5f~y!, F~X!5c~y!Yn~y!, ~20!

wheref(y) and c(y) must be determined in a manner to
transform Eq.~19! into a simpler equation inF(X) that ex-
hibits an exact solution. Starting with Eq.~20!, derivatives
become

Yn852
c8

c2
F1

1

c

dF

dX

dX

dy
52

c8

c2
F1

f8

c

dF

dX
, ~21!

Yn95
f82

c

d2F

dX2
1S f9

c
2

2f8c8

c2 D dF

dX
2S c9

c2
2

2c82

c3 D F. ~22!

Substitution into Eq.~19! gives

d2F

dX2
1

1

f82 S f92
2f8c8

c
1yRf8D dF

dX

1
1

f82 H S 2
c9

c
1

2c82

c2
2

yRc8

c D
1R@ i Sr2~2n12!#J F50. ~23!

At this juncture, functionsf andc must be chosen so that
dominant parts of the transformed equation have constant
coefficients. For example, the coefficient ofdF/dX can be
forced to be zero by setting

f92
2f8c8

c
1yRf850, or

c8

c
5

f9

2f8
1

yR

2
. ~24!

This algebraic maneuver leads to an expression forc that
transforms Eq.~23! into an equation that can be solved ex-
actly. As a matter of fact, direct integration of Eq.~24! gives
c5K0Af8 exp(Ry2/4), whereK0 is an arbitrary constant.
This reduces Eq.~23! into

d2F/dX2 1$ ~R/f82! @ i Sr2~2n12!#1d%F50,
~25!

d5 ~1/f82! ~2 c9/c 1 2c82/c2 2 yRc8/c!.

The first derivative is hence eliminated. Next, one imposes

~R/f82! @ i Sr2~2n12!#5Const, ~26!

so thatf85AR. As one setsK05R21/4, X5f(y)5yAR,
andc(y)5exp(Ry2/4). The transformed equation becomes

d2F

dX2
1~p1 1

22 1
4X

2!F50, p[2322n1 i Sr. ~27!

Likewise, the two physical boundary conditions given by
Eqs.~10! and ~11! translate into

F~AR!5exp~R/4!, dF~0!/dX50. ~28!

2. Exact solution

Equation~27! possesses a standard solution that is ex-
pressible in terms of the parabolic cylinder functionDp(X):

F~X!5C1Dp~X!1C2Dp~2X!. ~29!

Since Re(p),0, formula 9.241.2 in Gradshtein and Ryzhik3

~cf. p. 1092! can be used forDp(X). Accordingly,

Dp~X!5@G~2p!#21 exp~2 1
4X

2!

3E
0

`

t2p21 exp~2tX2 1
2t

2!dt, ~30!

whereG is Euler’s Integral of the second kind. Careful ap-
plication of boundary conditions gives, after some effort,

F8~0!52221/2(11p)G@ 1
2~12p!#~C12C2!/G~2p!50,

~31!

C15C252p/2 exp~ 1
2R!G~2p!/@G~2 1

2p!F~2 1
2p, 1

2,
1
2R!#,

~32!

whereF is the confluent hypergeometric function given by

F~a,b;x!511
a

b

x

1!
1

a~a11!

b~b11!

x2

2!

1
a~a11!~a12!

b~b11!~b12!

x3

3!
1•••. ~33!

Using the superscriptE for ‘‘exact,’’ we write

Yn
E~y!5exp@ 1

2R~12y2!#F~2 1
2p, 1

2,
1
2Ry2!/F~2 1

2p, 1
2,

1
2R!.

~34!

The remaining equations follow precisely Eqs.~14!–~16! via
Eq. ~8!. For example,

ũz
E~y,z!52

«w

g
i exp~Ry2h2 ikmt !

3 (
n50

` ~21!n~kmz!2n11F~2 1
2 p, 1

2,
1
2Ry2!

~2n11!!F~2 1
2 p, 1

2,
1
2R!

,

~35!

and
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uz
E~y,z,t !5

«w

g
i exp~2 ikmt !F sin~kmz!2exp~Ry2h!

3 (
n50

` ~21!n~kmz!2n11F~2 1
2p, 1

2,
1
2Ry2!

~2n11!!F~2 1
2p, 1

2,
1
2R!

G . ~36!

The real part ofuz
E may now be compared to the multiple-

scale solution given by Eq.~17!.

D. Standard WKBJ solution

In seeking a standard asymptotic solution for Eq.~9!, it
should be noted that two cases must be considered depending
on the order of the Stouhal number.

1. Standard outer expansion

For Sr5O(1), y5O(1), and onemust resolve, at lead-
ing order, the outer solutionYn

o from

syYn
o81@ i 2~2n12!s#Yn

o50,
~37!

Yn
o~1!51, or Yn

o~y!5y2n12 exp~2 i Sr lny!.

On the one hand, they2n12 factor in Yn
o decays rapidly as

y→0. As a result, the remaining boundary condition at the
origin is automatically satisfied by the first derivative. This
obviates the need for an inner solution of this order. On the
other hand, the exponential term inYn

o represents an oscilla-
tory behavior that is rapid for Sr.10. Since Sr can be large
in practice, rapid oscillations that occur on a shorter scale
preclude the possibility of a uniformly valid solution. This
becomes apparent in the expression for the first order correc-
tion when the outer solution is written atO(«2):

Yn
o~y!5y2n12 exp~2 i Sr lny!$11« Sr@2Sr212n~2n11!

2 i ~4n11!Sr#~y2221!/2%. ~38!

In fact, since the correction term comprises a part of
O(« Sr3), nonuniformity can be expected for large Sr. At the
outset, a WKBJ expansion may be called upon.

2. The WKBJ expression

For Sr.10, rapid oscillations occur on a short scale, and
there is a slow drift on the scaley5O(1). Theleading order
equation that provides the WKBJ ansatz is

yYn81 i SrYn50, Yn~1!51, orYn~y!5exp~2 i Sr lny!.
~39!

This suggests posingYn
W(y)5g(y)exp(2i Sr lny) and sub-

stituting back into Eq.~9!. The emerging formulation can be
obtained atO(« Sr2):

Yn
W~y!5y2n12 exp~2jh2 i Sr lny!. ~40!

Clearly, the standard WKBJ solutionYn
W matches the leading

order term of Eq.~12!. This confirms the validity of the
former multiple-scale solution Yn

M . Note that both
asymptotic and exact formulations depend exponentially on
the functionh.

E. Comparison

For Rek5106 and Sr550, exact, multiple-scale, and
WKBJ predictions are displayed in Table I. Included are the
percentage deviations of asymptotic solutions fromYn

E . In
some entries, it is gratifying to note thatYn

M andYn
W match

Yn
E in several decimal places. This agreement is typical.

Naturally, the accuracy of asymptotic predictions deterio-
rates for smaller values of Rek .

III. CONCLUSIONS

This work extends the preceding article1 by presenting
an exact solution for the temporal field inside a porous cav-
ity. The exact solution serves a dual purpose. Despite its
relative complexity by comparison to the asymptotic formu-
lations, it provides accurate predictions over a far broader
range of physical parameters. It also serves as a benchmark
for validating other possible, approximate solutions. For ex-
ample, its exponentially decaying argument is shown to de-
pend on a characteristic length scale that also appears in the

TABLE I. Exact and asymptotic predictions for Sr550, Rek5106, andn50.

y

Yn
E

Eq. ~34!
Exact sol.

Yn
M

Eq. ~12!
Multi-scale

Yn
W

Eq. ~40!
WKBJ sol.

UYn
E2Yn

M

Yn
E U

%

UYn
E2Yn

W

Yn
E U

%

0.25 0.024 493 5 0.024 242 2 0.023 989 0 1.0300 2.0600
0.30 20.043 164 5 20.042 664 3 20.041 790 0 1.1600 3.1800
0.35 20.045 410 8 20.046 011 2 20.047 679 7 1.3200 5.0000
0.40 20.026 949 6 20.027 597 5 20.029 787 6 2.4000 10.500
0.45 20.094 223 1 20.094 654 6 20.096 500 0 0.4580 2.4200
0.50 20.206 560 1 20.206 475 5 20.206 225 2 0.0410 0.1620
0.55 0.009 566 5 0.009 970 2 0.012 231 6 4.2200 27.900
0.60 0.296 660 9 0.296 503 4 0.295 630 4 0.0531 0.3470
0.65 20.347 997 5 20.348 100 1 20.348 949 3 0.0295 0.2740
0.70 0.240 239 7 0.240 423 3 0.241 935 7 0.0764 0.7060
0.75 20.129 288 0 20.129 459 7 20.130 970 6 0.1330 1.3000
0.80 0.097 999 9 0.098 135 3 0.099 419 1 0.1380 1.4500
0.85 20.188 407 6 20.188 502 6 20.189 477 8 0.0504 0.5680
0.90 0.420 399 6 0.420 452 5 0.421 044 2 0.0126 0.1530
0.95 20.751 123 7 20.751 139 1 20.751 333 2 0.0020 0.0279
1.00 1.000 000 0 1.000 000 0 1.000 000 0 0.0000 0.0000
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asymptotic formulations. This spatial scale can be ascribed to
the nonlinear scaling constitution arising in this problem. It
therefore explains the need for an unconventional scaling
transformation in the multiple-scale expansion used in the
preceding article.1 The standard WKBJ analysis introduced
here is also confirmatory. In hindsight, the establishment of
an exact solution for the problem at hand does not undermine
the usefulness of asymptotic formulations. The latter have
the advantage of being expressible in simple finite forms that
clearly display the dependence on physical agents. They

hence remain quite practical over a substantial range of pa-
rameters corresponding to a Strouhal number in excess of 10
and a kinetic Reynolds number in excess of 1000.

1J. Majdalani, ‘‘Vortical and acoustical mode coupling inside a two-
dimensional cavity with transpiring walls,’’ J. Acoust. Soc. Am.106,
46–56~1999!.

2A. H. Nayfeh, Introduction to Perturbation Techniques~Wiley, New
York, 1993!.

3I. S. Gradshtein and I. M. Ryzhik,Table of Integrals, Series, and Prod-
ucts, 5th ed.~Academic, Boston, 1994!.
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Fundamental azimuthal modes of a constricted annular
resonator: Theory and measurement
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The fundamental azimuthal modes of a constricted annular resonator are investigated. It is found
that a given mode of an unconstricted resonator splits into two separate modes in the constricted
resonator. One mode is of a higher frequency and has a pressure antinode centered in the constricted
region. The other mode is of a lower frequency and has a pressure node centered in the constricted
region. The resonance frequency of the higher-frequency modes increases linearly with a decrease
in the constricted to unconstricted area ratio, whereas the lower frequency drops nonlinearly.
Measurements and theory match to within 0.5% when end corrections and thermo-viscous losses are
included in the system model. It was found that end correction impedances derived by
mode-matching techniques were the only ones accurate enough to match the measurements and
computation to within the error bounds. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1337958#

PACS numbers: 43.20.Ks, 43.20.Mv@ANN#

I. INTRODUCTION

The annular prime mover and refrigerator are topics of
current interest in thermoacoustics.1,2 In order to begin re-
search on annular prime movers, a thorough knowledge of
the acoustics of an annular thermoacoustic system is re-
quired. A good basis for this research is the analysis of a
constricted annular resonator. While research on the annular
resonator is found in many areas such as laser optics,3

plasma physics,4 microwave engineering,5 investigations on
the acoustics of an annular resonator are not as widespread.
Lawrensonet al.6 analyzed an annular resonator with driven
walls, but the resonator did not include constrictions. De-
nardo and Alkov7 and Denardo and Bernard8 analyzed
acoustic resonators with constrictions, but the resonators
were not annular. The purpose of this paper is to present the
results of theoretical and experimental investigations of the
fundamental modes of a constricted annular resonator. In
Sec. II we provide a modal solution for the unconstricted
resonator and develop an equivalent ‘‘unwrapped’’ system
for the plane wave modes. In Sec. III we add a constriction
into the system and develop a characteristic equation for de-
termination of the resonance frequencies, assuming continu-
ity of pressure and volume velocity as the boundary condi-
tion at the edges of the constriction. It is shown that a given
mode will split into two modes one of which is at a slightly
lower frequency and the second at a slightly higher fre-
quency. Measurements of the mode splitting shows the
simple theory predicts the higher-frequency resonance well
but the lower-frequency resonance poorly. The model is then
redeveloped including end corrections and thermo-viscous
losses. Section IV discusses experimental validation of the

corrected model. The experimental and computational meth-
ods are described and computational predictions and mea-
sured results are presented.

II. UNCONSTRICTED ANNULAR RESONATOR

Consider an rigid unconstricted annular resonator with a
rectangular cross section as shown in Fig. 1. The resonator
has an inner radiusa, an outer radiusb, and a heighth.
Ignoring any thermo-viscous effects, low-amplitude, time-
harmonic, acoustic oscillations in the resonator are described
by the linear Helmholtz equation

¹2p1k2p50, ~1!

wherep is the acoustic pressure, andk is the acoustic wave
number given byk5v/c, wherev is the frequency of oscil-
lation, andc is the adiabatic speed of sound.

A general solution to the acoustic pressure wave equa-
tion in cylindrical coordinates can be written as

p5(
m

@ArJm~krr !1BrYm~krr !#@Az cos~kzz!

1Bz sin~kzz!#@Aue2 jmu1Bue2 jmu#ej vt, ~2!

wherem is an integer,Jm and Ym are the Bessel and Neu-
mann functions of orderm, respectively and the radial wave
numberkr and vertical wave numberkz are related by

kr
25

v2

c2 2kz
2. ~3!

A. Rigid wall condition

In the case of a resonator with rigid walls, the acoustic
velocity normal to the walls must vanish at the walls. Hence,a!Electronic mail: ralph.muehleisen@colorado.edu
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the gradient of the pressure normal to the walls must also
vanish. Imposing the rigid boundary conditions at the top
and bottom walls requires thatBz50 andkz5np/h, where
n is any integer. Imposing the rigid boundary conditions on
the inner and outer walls of the resonator requires that

Br5
Jm8 ~kra!

Ym8 ~kra!
, ~4!

and

Jm8 ~kra!Ym8 ~krb!2Jm8 ~krb!Ym8 ~kra!50, ~5!

whereJm8 (r ) and Ym8 (r ) are the radial derivatives ofJm(r )
andYm(r ).

The l th value of kr which satisfies Eq.~5! is denoted
kml . When these values ofkml are used with Eq.~3!, the
characteristic~resonance! frequenciesvmnl are given by

vmnl5cA~kml!
21S np

h D 2

. ~6!

The complete solution for the pressure within the reso-
nator is then given by

p5 (
m52`

`

(
n50

`

(
l 52`

`

@Amnle
jmu1Bmnle

2 jmu#FJm~kmlr !

1
Jm8 ~kmla!

Ym8 ~kmla!
Ym~kmlr !GcosS npz

h Dej vmnlt. ~7!

B. Plane wave equivalent system

For a resonator with an inner radius larger than its width
or height@a.(b2a) anda.h# the lowest-frequency modes
will have n50 and l 50, meaning they are the azimuthal
modes of the system. Whenn50 there is no variation of the
acoustic pressure inz and whenl 50 there is only a small
variation of the acoustic pressure inr. Thus, thel 5n50
modes closely resemble the plane wave modes of a straight
duct and one can approximate the propagation in the annular
resonator as plane wave propagation in such a duct. The
resonance frequencies of thel 5n50 modes will be denoted
vm00. In order to find an equivalent straight duct system, we
begin by ‘‘unwrapping’’ the annulus as shown in Fig. 2 and
determining the length of a straight duct that has the same
resonance frequencies. If we consider the duct to extend a
length L in the x direction, the boundary conditions at the

ends of this equivalent straight duct would be periodic, i.e.,
the pressure and velocity are the same atx5L as atx50.
Such a system has itsmth resonance frequencyvm8 at

vm8 5
2pmc

L
. ~8!

To determine the length of straight ductLeq with the
same resonance frequencies as the annular system, we need
to have an algebraic expression for thevm00 resonance fre-
quencies of the annular system. One could numerically solve
Eq. ~5! to determine the eigenvalues, but if the width of the
resonant chamber (b2a) is small compared to the radius of
the inner wall~a!, a more useful analytic result can be deter-
mined. Using a Taylor expansion of Eq.~5! about the param-
eter e5(b2a)/a, Gottlieb9 determined that to fourth order
in e

vm005
mc

a
AF12e1

5

6
e22

2

3
e31

162m2

30
e4G , ~9!

which if simplified to first order ine, matches the solution
presented by Lawrenson6 and Rostafinski.10

Equating the fundamental resonance frequenciesv18 and
v100, the equivalent length of straight ductLeq is given, to
fourth order ine

Leq52paS 11
e

2
2

e2

24
1

e3

48
2

9e4

640D . ~10!

In order to determine the equivalent length of a section
of an annular resonator, one can define an equivalent radius
Req as Leq/(2p). Then, a section of the annular resonator
subtending an angleus would have an unwrapped length of
L5usReq.

Having determined the length of straight duct with the
same resonance frequency, we can now define an equivalent
straight duct system of lengthL for plane wave propagation
in the annular system. The pressure in the equivalent system
is then given by

p~x!5Aejkx1Be2 jkx, ~11!

where 0<x<L. Since the true annular system is periodic,
we must also require thatp(0)5p(L).

III. CONSTRICTED ANNULAR RESONATOR

The modal solutions of the wave equation within the
uniform annular resonator are not unique because there is no
particular position in the resonator where nodes must
exist—in other words, a degeneracy exists. When a constric-

FIG. 1. Geometry of a rectangular cross-section annular resonator with an
inner radiusa, an outer radiusb, and a heighth.

FIG. 2. Illustration of an annular system and its unwrapped equivalent
straight duct. The resonator has a plane wave equivalent radius ofReq and an
equivalent plane wave length ofLeq.
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tion is placed in the resonator the degeneracy is split into two
distinct modes of different frequencies. One mode, to be de-
noted the ‘‘high’’ mode, has a pressure antinode at the center
of the constriction and is of a slightly higher frequency than
the same mode in an unconstricted resonator. The other
mode, to be denoted the ‘‘low’’ mode, has a pressure node in
the center of the constriction and is of a lower frequency than
the equivalent mode in an unconstricted resonator.

To analyze the constricted annular system consider the
system shown in Fig. 3, where a constriction with open area
S1 and angular widthuc is placed in an annular resonator of
open areaS2 . The unwrapped unconstricted part of the reso-
nator would have an equivalent length ofLeq5(2p
2uc)Req, whereReq is the equivalent radius of the system
without the constriction. The constricted part of the resonator
has an equivalent length ofl 5ucReq8 whereReq8 is computed
from the inner and outer radius of the constricted area. The
system is then unwrapped such thatx50 corresponds to one
end of the constriction,x5 l 5ucReq8 corresponds to the other
end, andx5L5 l 1(2p2uc)Req corresponds to the end of
the unconstricted region. For a first approximation, we will
use continuity of pressure and volume velocity as the bound-
ary conditions at the interfaces of the constricted and uncon-
stricted regions.

Looking at the equivalent plane wave system as shown
in Fig. 3, the duct is naturally divided into two regions: re-
gion 1 is a constriction of lengthl and region 2 is an uncon-
stricted region of lengthL2 l . Suppressing theej vt time de-
pendence and ignoring any thermo-viscous losses, the
pressure and volume velocity in both regions can be written
in the form

p15A1e2 jkx1B1ejkx, ~12!

U15
S1k

rmc
~A1e2 jkx2B1ejkx!, ~13!

p25A2e2 jkx1B2ejkx, ~14!

U25
S2k

rmc
~A2e2 jkx2B2ejkx!, ~15!

wherek is the wave number andS1 and S2 are the cross-
sectional duct area in the constricted and unconstricted re-
gions, respectively. The boundary conditions atx50, x5 l ,
x5L can then be written

U2~L !5U1~0!, ~16!

p2~L !5p1~0!, ~17!

U2~ l !5U1~ l !, ~18!

p2~ l !5p1~ l !. ~19!

Solving the simultaneous equations results in the eigen-
value equation

S 11
S1

S2
D 2

cos~kL!2S 12
S1

S2
D 2

cos~kL22kl !54
S1

S2
.

~20!

Once the eigenvalueskL are determined, the resonance wave
numbers and frequencies are known.

A. Interpretation

When a constriction is placed within the annular resona-
tor, the edge of the constriction creates an acoustic reference
point and a boundary condition which removes the modal
degeneracy and creates two distinct modes. By symmetry,
one mode must have a pressure node at the constriction cen-
ter and the other must have a pressure antinode at the con-
striction center.

For the high mode with a pressure antinode at the con-
striction center, the reduced area causes an increase in the
acoustic density oscillation in the region compared to an un-
constricted system. An increase in acoustic density acts like a
decrease in compliance of the constriction, giving rise to an
increase in resonance frequency for that mode.

For the low mode with a pressure node at the constric-
tion center, the local pressure changes little. However, the
reduced area of the constriction increases the inertance of the
constriction, which increases the velocity in the region. The
enhanced inertial effects lead to a decrease in the resonance
frequency for that mode.

As will be shown in Sec. IV, the predicted resonance
frequencies of the high mode match measurements quite
well, whereas the predicted resonance frequencies of the low
mode do not, especially for the shorter constrictions. The
discrepancy can be removed by including thermo-viscous
losses throughout the system and including end corrections
at the edges of the constriction region.

B. End effects at constrictions

When a straight duct is interrupted with a small constric-
tion, the constriction is often modeled by a lumped
inertance.11 When the constriction is longer, the constriction
is often analyzed as a duct itself with appropriate boundary
conditions at the junctions between the main duct and the
constriction. The boundary conditions usually used are con-
tinuity of volume velocity, which is required by conservation
of mass, and the continuity of plane wave acoustic
pressure.11 However, a more careful analysis12 shows that
pressure isnot necessarily continuous and a more appropri-
ate boundary condition which includes an acoustic imped-
ance of the junction,ZJ , is needed. The pressure discontinu-
ity at the junction is proportional to the product of the
acoustic volume velocity and the junction impedance.

For a constricted annular resonator, the low mode has a
velocity antinode centered on the constriction and conse-
quently will have a high acoustic velocity at the edges of the

FIG. 3. Illustration of a constricted annular system and its unwrapped
equivalent straight duct. The constriction subtends an angle ofuc of the
resonator.
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constriction. Having a high velocity means a large pressure
discontinuity will exist at the boundary and hence an accu-
rate model needs to include the junction impedance. In con-
trast, the high mode has a velocity node at the constriction
center and a low acoustic velocity at the constriction edges.
Because of the low velocity, a much smaller pressure discon-
tinuity will exist and a model neglecting the acoustic junc-
tion impedance can still be quite accurate.

There are several methods for estimating the plane wave
acoustic impedance of the junction. Bolt13 developed an in-
ertance correction for circular duct orifices which can be ap-
plied by replacing the circular duct radii with the rectangular
duct hydraulic radii. Miles14 and Morse15 both developed
equivalent junction inertances for rectangular duct area
changes through the use of conformal mapping. Since the
conformal mapping is only derived for a two-dimensional
area change, the correction must be applied twice—once for
the change in area in they direction and once for the change
in area in thez direction. Kergomard16 and Muehleisen17

developed general junction impedances using higher-order
mode-matching techniques which are applicable to three-
dimensional problems and ducts of various shapes.

It was found that both the orifice inertance correction
and the conformal mapping correction underestimated the
discontinuity impedance for major constrictions. In order to
match the computations to the measurements within the error
bounds of the computations, the inertance correction devel-
oped by the mode-matching technique had to be used. In the
mode-matching method, the pressure and velocity field in
both the constricted and unconstricted region is rewritten as a
sum of fundamental and evanescent higher-order modes.
Continuity of particle velocity and pressure, including the
evanescent modes, is imposed at the discontinuity, resulting
in a set of coupled equations. The equations can then be
solved to determine the plane wave pressure discontinuity
across the discontinuity from which a junction impedance is
derived.

C. Thermo-viscous losses

In addition to edge corrections, one can also investigate
thermo-viscous losses in the system. We will include these
losses in our theory through the use of complex wave num-
bers.

Because of viscosity, the tangential as well as the nor-
mal velocity of the fluid must vanish at the wall. This leads
to a viscous boundary layer. Because greater viscous losses
occur in regions of high velocity, viscous losses will be more
important for the low mode where the velocity in the con-
stricted region is high.

When an fluid with an acoustic wave is in contact with a
solid object, the temperature oscillations accompanying pres-
sure oscillations in the fluid will cause heat to be exchanged
between the fluid and the wall, creating a thermal boundary
layer. Because greater thermal losses occur in region of high
pressure oscillation, thermal losses will be more important
for the high mode where the pressure in the constricted re-
gion is high.

The thermal and viscous penetration depths are the key
length scales for thermal and viscous losses in the system.

The thermal penetration depth, roughly the distance that heat
can diffuse in a time 1/v, is given bydk5A2k/(vrmCp),
where k is the thermal conductivity of the gas,rm is the
mean density of the gas,v is the frequency of acoustic os-
cillation, andCp is the isobaric heat capacity per unit mass.
The viscous penetration depth, roughly the distance over
which momentum can diffuse in a time 1/v, is given bydn

5A2m/(vrm), wherem is the fluid viscosity. The other im-
portant parameter is the hydraulic radius of the ductr h ,
which is the ratio of the area of the duct to the perimeter of
the duct.

The boundary layer form of Rott’s general linear wave
equation,18 which includes thermal and viscous losses, is

F11~g21!~12 j !
dk

2r h
Gp1

c2

v2 F12~12 j !
dn

2r h
G d2p

dx2 50,

~21!

whereg5Cp /Cv is the ratio of isobaric to isochoric specific
heats.

For a straight duct, the plane wave solution to Eq.~21!
can be given in the standard form of

p~x!5@Aejk̂x1Be2 j k̂x#ej vt, ~22!

where the complex wave numberk̂ is given by

k̂5
v

c
A2r h1~g21!dk~11 j !

2r h2dn~11 j !
'k02 j a, ~23!

where the propagating wave numberk0 and attenuation co-
efficient a are given by

k05
v

c F11
dn1~g21!dk

4r h
G , a5

v

c Fdn1~g21!dk

4r h
G .

~24!

From Eq. ~24! one can see an interesting effect of
thermo-viscous losses: an increase in the propagating wave
numberk0 which could also be viewed a decrease in the
speed of propagationc.

D. Corrected equations

Adding in end corrections and thermo-viscous losses,
Eqs.~12!–~15! and~16!–~19! can be rewritten. The corrected
pressure and volume velocity equations in each region are

p15A1e2 j k̂1x1B1ejk̂1x, ~25!

p25A2e2 j k̂2x1B2ejk̂2x, ~26!

U15
S1k̂1

rmc
~A1e2 j k̂1x2B1ejk̂1x!, ~27!

U25
S2k̂2

rmc
~A2e2 j k̂2x2B2ejk̂2x!, ~28!

wherek̂1 and k̂2 are the complex wave numbers andS1 and
S2 are the sectional duct area in the constricted and uncon-
stricted regions, respectively. Because the areas of the re-
gions are different, the hydraulic radii in the two regions are
different, leading to different thermo-viscous losses in the
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regions and the need for two separate complex wave num-
bers.

The corrected boundary conditions atx50, x5 l , x5L
are then

U2~L !5U1~0!, ~29!

p2~L !5p1~0!1ZJU1~0!, ~30!

U1~ l !5U2~ l !, ~31!

p1~ l !5p2~ l !1ZJU1~ l !, ~32!

where ZJ is the acoustical impedance of the constriction
junction.

The above equations can be written in a matrix form as
M̃C̄50. A solution to the equations exists only at a distinct
set of complex frequenciesv such that the determinant of the
matrix M̃ is zero. The real part of the complex frequency is
the resonance frequency of the system, whereas the imagi-
nary part is related to the overall losses in the system.

IV. EXPERIMENTAL VALIDATION

A. Setup

To validate the theory, an experimental annular resona-
tor was constructed. The basic design of the resonator is
shown in Fig. 4. The resonator has an inner radius of 10.00
60.01 cm, an outer radius of 15.3060.02 cm, and a height
of 5.0060.01 cm. The dimensions of the device were chosen
to give fundamental frequencies in the 300- to 500-Hz range
and to ensure that the cutoff frequency of the first higher
order mode was well above this range. The outer walls and
bottom of the resonator are made of 1.0-cm-thick aluminum.
The inner part of the resonator was solid aluminum. The
resonator top was made of 1.0-cm-thick clear acrylic in order
to allow for visual sighting of the constriction elements. The
acrylic top was clamped to the resonator using a 1-in. nut
and bolt at the center of the resonator and eight clamps sym-
metrically placed along the outer edges. Mounted in the
acrylic top were 16 Panasonic WM-60AY electret micro-
phone elements. Six of the microphones were located in a
30-deg region where the constriction will be located and the
remaining ten microphones were mounted at 30-deg intervals
around the rest of the resonator. The error in the microphone
position was estimated to be less than60.25 deg. The mi-
crophones were calibrated relative to one another by the use
of a small chamber with a dynamic loudspeaker that was

placed over the microphones. An HP 35670 dynamic signal
analyzer was used to generate a swept sine signal and mea-
sure the microphone output when excited by the chamber.
The output of each microphone was measured and calibra-
tion files for the response of each microphone relative the
first microphone were generated. Through the use of the cali-
bration files, the output of each microphone could be phase-
and amplitude corrected relative to the first microphone in
the system.

In order to excite the resonator, a generic midrange com-
pression driver was connected to a small hole in the bottom
of the resonator through a thin tube. Holes were placed at
positions of 45, 90, and 180 from the zero point of the sys-
tem. Holes that were not being used were sealed with a small
insert to maintain the rigid wall boundary condition.

The HP 35670 was also used in swept sine mode to
generate a frequency response curve for the resonator. The
output of the analyzer was fed through a power amplifier to
the compression driver. A signal level in the range of 1–10
W was fed to the driver to ensure linear operation. The pole-
zero curve fitting function of the analyzer was then used to
estimate the resonance frequency. The accuracy of the reso-
nance frequency measurement is estimated to be60.2 Hz.
Once the resonance frequency was determined the system
was driven at the resonance frequency to measure mode
shapes.

The resonator constrictions were machined from PVC
plastic to a form shown in Fig. 5. The open area is at top of
the constriction to allow the pressure within the constriction
to be measured by the microphones. Measurements for the
constrictions used are shown in Table I, where the channel
width and height are denotedwc and hc , respectively, the
channel area is denoteSc , and the area of the unconstricted
region is denotedSu . Constrictions were machined with an
angular width of 22.5360.06, 11.3060.05, and 5.65
60.02 deg, which correspond to straight duct constriction
lengths ofl'Leq/16, l'Leq/32, andl'Leq/64, whereLeq is
the plane wave equivalent length of the unconstricted annu-
lus. To reduce losses in the crevices where the top meets the
rest of the resonator and where the constrictions were in-

FIG. 4. Cross section and top view of the annular resonator construction
used in taking measurements.

FIG. 5. Geometry of the PVC constrictions placed within the annular
resonator.

TABLE I. Annular resonator constriction dimensions.

hc andwc

~cm!
Sc

~cm2! Sc /Su

4.245 18.017 0.6812
3.630 13.177 0.4982
2.800 7.840 0.2964
2.290 5.244 0.1983
1.610 2.591 0.0980
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serted in the resonator, the surfaces in contact were sealed
with vacuum grease.

The resonance frequencies were measured at different
times and thus with the air and apparatus at different tem-
peratures. The primary effect of temperature is to modify the
speed of sound in the resonator. In order to better compare
the measurements to predictions and create a consistent set
of data, the measured resonance frequencies were adjusted to
the expected values if the measurements were all taken at a
20 °C temperature. Since the speed of sound in an ideal gas
is proportional to the square root of the temperature of the
gas,12 the resonance frequency was adjusted to the 293 K
~20 °C! equivalent by the formula

f 293 K5 f TA293.15

T
, ~33!

where f T is the resonance frequency measured at the tem-
peratureT andT is the temperature of the resonator in kelvin.

The measurements were made in 1 bar air. Within the
resonator, different modes were excited to different ampli-
tudes, but the range of the maximum acoustic amplitudes
was 0.2 to 1 Pa. The maximum acoustic amplitudes were
well within the linear range of the Panasonic microphones.

B. Measurement and computational results

Resonance frequency measurements and computations,
including end effects and thermo-viscous losses for each of
the measurement configurations, are shown in Table II.

The computational error in the tables was determined by
a Monte Carlo analysis where the inputs to the model~the
resonator dimensions, the constriction position and dimen-
sions, and the measurement temperature! were randomly var-
ied within the error limits of the measurements. The mean
value of 1000 runs was taken to be the theoretical value and
the error in the computation was taken to be the maximum
deviation from the mean. As can be seen in the table, the
error bounds of the computation are much larger than the
error in the actual measurement of the resonance frequency.

The comparison between the theoretical calculations
without end corrections or thermo-viscous losses and the
measurements is shown in Fig. 6. As one can see, the reso-
nance frequencies of the high mode rise linearly as the sys-
tem becomes more constricted. The resonance frequencies of
the low mode decreases, but in a nonlinear fashion. One can
also clearly see the simple theory was able to predict the
resonance frequencies of the high mode quite well, but did
not predict the frequencies of the low mode well at all. A
plot of the theoretical calculations including end corrections
and thermo-viscous losses compared to the measurements is
shown in Fig. 7. Compared to Fig. 6, which did not include
end corrections or thermo-viscous losses, one can see the
significant improvement.

Table III shows the effects of thermo-viscous losses and
various end corrections on the computational results on the
computed resonance frequency of the low mode with a mea-
sured resonance frequency of 306.8 Hz. The table shows the

FIG. 6. Mode splitting for constrictions 22.5°, 11.25°, and 5.625° in length
in an annulus where thermo-viscous losses and end corrections are ignored.
The open symbols are from measurements. The ratio of constricted to un-
constricted resonance frequencies is plotted as a function of the ratio of
constricted area to unconstricted area.

TABLE II. Resonance frequencies of the low and high modes.

Angle
~°! Area ratio

Low mode frequencies High mode frequencies

Measured
~Hz!

Calculated
~Hz!

Measured
~Hz!

Calculated
~Hz!

22.53 0.0990 306.860.2 306.161.6 459.560.2 459.060.9
22.53 0.1983 347.060.2 345.761.5 457.060.2 455.960.8
22.53 0.2964 372.460.2 371.461.3 454.060.2 452.960.8
22.53 0.4982 404.060.2 403.561.0 447.860.2 447.060.8
22.53 0.6812 420.260.2 419.361.0 442.260.2 441.860.8
22.53 1.0000 434.060.2 434.060.9 434.060.2 434.060.8
11.30 0.0990 326.560.2 326.461.6 446.660.2 445.860.9
11.30 0.1983 366.660.2 365.961.4 445.360.2 444.460.8
11.30 0.2964 389.360.2 388.561.2 443.760.2 442.960.7
11.30 0.4982 413.960.2 413.860.9 440.860.2 440.160.7
11.30 0.6812 425.760.2 424.760.8 438.160.2 437.660.7
5.65 0.0990 346.260.2 345.961.6 440.160.2 439.460.8
5.65 0.1983 382.760.2 381.261.3 439.760.2 438.760.8
5.65 0.2964 401.060.2 399.961.1 439.060.2 438.060.7
5.65 0.4982 420.560.2 419.960.8 437.660.2 436.660.7
5.65 0.6812 428.560.2 427.760.8 436.060.2 435.460.7
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computed resonance frequency, and the percent deviation
from the measured resonance frequency. As one can see
from the table, the error in the computation using no correc-
tions, the orifice correction, or the conformal mapping cor-
rection are much larger than when using higher-order mode-
matching correction. However, you will also notice that the
error without including thermo-viscous losses with the
mode-matching correction is more than twice that when
thermo-viscous losses were included, thus indicating the
need to include the thermo-viscous losses in the model.

Because of the high acoustic velocity in the constriction
for the low mode, the end correction and thermo-viscous
losses are more important in computation of the resonance
frequency for the low mode than for the high mode. The
effect of including end corrections in the computations is
much greater than including thermo-viscous losses, but in
order to match the computations to the measurements within
the error bounds of the computation, both the end correction
and thermo-viscous losses needed to be included within the
computation.

A plot of the deviation of the errors is shown in Fig. 8.
In this plot the computational and measurement errors were
added to generate the error bars shown in the figure. The
small error bounds of the deviation show the accuracy and
control under which the experiment was made. Nearly all the
measurements and their error bounds are within the error
bounds of the computation; thus, inclusion of crevice losses
from the junction of the resonator and resonator top and the

resonator and constrictions in the model was deemed unnec-
essary.

Figure 9 is a plot of the mode shape for the high and low
modes for a 22.5°-wide constriction with a constricted area
ratio of 0.1. The measurements were taken at a temperature
of 22.5 °C with resonance frequencies of 308.1 and 461.5 Hz
for the low and high mode, respectively. The position of the
edge of the constriction at 22.5° is denoted by the dotted line
and the position of the driver in the resonator at 56.25° is
denoted by the dashed-dotted line. The pressure amplitude
has been normalized to unity.

To compare the results of the computed mode with the
measured mode, the computation was scaled so that the mea-
sured data point with the largest amplitude matched the com-
puted curve. As can be seen in the figure, the computed and
measured mode shapes match extremely well. The only
places with a noticeable deviation are for the low mode at a
position just past the end of the constriction and near where
the acoustic driver was placed. In both cases evanescent

FIG. 7. Mode splitting for constrictions 22.5°, 11.25°, and 5.625° in length
in an annulus when thermo-viscous losses and end corrections are included.
The ratio of constricted to unconstricted resonance frequencies is plotted as
a function of the ratio of constricted area to unconstricted area.

FIG. 8. Percent deviation between the calculated and measured resonance
frequencies for the low mode with~a! 22.5°; ~c! 11.25°; and~e! 5.625°
constrictions and the high mode with~b! 22.5°; ~d! 11.25°; and~f! 5.625°
constrictions plotted as a function of the constriction ratio.

TABLE III. Effects of corrections on resonance frequency of a low mode withf 05306.8 Hz.

Correction
Computed frequency

~Hz!
Deviation

~%!

Mode-matching impedance with thermo-viscous losses 306.1 20.23
Mode-matching impedance without thermo-viscous losses 308.1 10.42
Conformal mapping impedance with thermo-viscous losses 312.3 11.8
Orifice impedance with thermo-viscous losses 314.7 12.6
No correction 317.7 13.5
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modes contribute to the measured pressure but are not in-
cluded in the computation~except through the plane wave
end correction!. Because of the scaling involved, error
bounds on the measurement were not estimated. These two
plots are typical of the results obtained for plots of other
mode shapes as well.

The pressure node of the low mode and pressure antin-
ode of the high mode in the constriction center is clearly
evident. As one can see, the constriction modifies the shape
of high mode very little, whereas constriction affects the
shape of the low mode a large amount.

V. CONCLUSIONS

We have investigated the low-frequency modes of con-
stricted annular resonators. After showing how an annular
system may be unwrapped into an equivalent straight duct,
the equivalent constricted straight system is analyzed. A
given mode in the annular system is shown to split into two
separate modes in the constricted system: a higher frequency
mode with a pressure antinode in the constriction center and
a lower frequency mode with a pressure node in the constric-
tion center. Ignoring thermo-viscous losses and end effects at
the constriction edges, a characteristic eigenvalue equation
can be developed from which the resonance frequencies can
be determined. It is shown that the equation accurately pre-
dicts the higher-frequency mode resonance frequencies but
not the lower-frequency mode resonance frequencies.

The system was reanalyzed including thermo-viscous
losses and end effects and is shown to predict the resonance
frequencies to within 0.5%. However, in order to properly
match the data, the end correction impedances had to be

derived from higher-order mode-matching techniques. End
corrections derived from conformal mapping and circular
duct orifice corrections were not accurate enough to match
computations and measurements within the error bounds of
the measurement and computation.

Measurements for a number of constriction sizes are
compared to computations and the two are shown to match
extremely well. It is shown that the resonance frequencies of
the higher frequency mode rise linearly as the ratio of con-
stricted to unconstricted area ratio decreases, whereas the
frequencies of the lower-frequency mode drop nonlinearly.
The deviation between the computations and the measure-
ments show that the annular system can be unwrapped but
that proper prediction requires the use of thermo-viscous
losses and end effects at the constriction edges.
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Second-harmonic generation in sound beams reflected from and transmitted through thick isotropic
elastic solids is investigated experimentally. Measurements of diffraction patterns are compared
with a theoretical model based on integral solutions for harmonic generation in sound beams. The
solutions are connected by classical linear theory for reflection and transmission at fluid–solid
interfaces. Nonspecular phenomena associated with rapid phase variations near critical angles are
accurately described. The principal restriction is that the solid is sufficiently thick that internal
reflections may be ignored. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1318777#
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I. INTRODUCTION

Ultrasound is widely used in nondestructive evaluation
to determine the elastic properties of materials. Such tech-
niques are normally based on linear acoustical theory for
transmission through and reflection from the materials. For
isotropic solids they permit measurement of the two second-
order elastic moduli, e.g., Young’s modulus and Poisson’s
ratio. At higher wave amplitudes, where finite-amplitude ef-
fects such as second-harmonic generation in the material
may be detected, information is provided about the third-
order elastic moduli. The purpose of the present article is to
construct an accurate theoretical model for second-harmonic
generation associated with a directional sound beam reflected
from or transmitted through a thick isotropic elastic solid.

The model is based on angular spectrum theory. Decom-
position of a sound beam incident on an elastic solid in terms
of its angular spectrum permits inclusion of plane-wave re-
flection and transmission coefficients for the fluid–solid in-
terfaces. This approach was introduced by Schoch1 and used
subsequently by Brekhovskikh2 in asymptotic analyses de-
scribing nonspecular effects associated with reflection of a
small-signal sound beam incident on a solid near the Ray-
leigh angle. Ngoc and Mayer3 avoided the approximations
employed by Schoch and Brekhovskikh by using numerical
techniques to evaluate the Fourier integral over the angular
spectrum of the reflected beam. Numerical evaluation of the
integral was subsequently employed by many authors to
model both reflection and transmission phenomena associ-
ated with small-signal sound beams incident on plates. A
number of related investigations is discussed by Chimenti
et al.4

Angular spectrum methodology was introduced in non-
linear acoustics by Alais and Hennion5 to describe sum- and
difference-frequency generation by a parametric array in an
unbounded fluid. Integral representations of the secondary
field obtained in this way, both with and without use of the
parabolic approximation, have been investigated in detail by

the Tjo”ttas.6,7 The model presented below combines the an-
gular spectrum formulations developed for harmonic genera-
tion in fluids with those developed for small-signal reflection
from and transmission through an isotropic solid. The prin-
cipal assumptions are that the solid is sufficiently thick that
multiple internal reflections may be ignored, and that the
incident sound field in the fluid is a directional beam.

The paper is organized as follows. In Sec. II, small-
signal relations are used to determine the reflection and
transmission coefficients, formulate the source function, and
incorporate effects of absorption in order to model the pri-
mary beams. In Sec. III, integral expressions in terms of the
angular spectra are developed for second-harmonic genera-
tion in the fluid and the solid. These solutions are used to
obtain expressions for the second harmonic in both the re-
flected and transmitted fields. In Sec. IV, measurements are
compared with the theory and demonstrate the accuracy of
the approach. The main results are contained in the disserta-
tion by one of the authors.8

II. LINEAR THEORY

The configuration under consideration is shown in Fig.
1. A homogeneous, isotropic, elastic solid is immersed in a
homogeneous fluid. The solid is a plate of thicknessh that is
sufficiently large that multiple reflections within the solid
may be ignored for the purpose of studying reflection and
transmission of tone bursts. The sound beam is radiated at
angular frequencyv by a source a distancedi away from the
solid. There is no restriction on the angle formed by the axis
of the incident sound beam and plane of the fluid–solid in-
terface. Propagation of the beam in both the fluid and the
solid is accompanied by second-harmonic generation. We
wish to predict the sound pressures at frequenciesv and 2v
throughout the fluid on both sides of the solid.

The present section outlines the linear theory and intro-
duces the notation used to describe the wave fields in the
fluid and the solid at the source frequencyv. Reflection and
transmission coefficients for the fluid–solid interfaces are
presented, diffraction is taken into account using angular
spectrum theory, and absorption is includedad hoc. The lin-

a!Present address: Caterpillar, Inc., Technical Center, Bldg. G, P.O. Box
1875, Peoria, IL 61656-1875.
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ear theory is required in Sec. III to develop and connect the
quasilinear solutions for the fields at 2v.

A. Plane-wave reflection and transmission

We begin by considering small-signal propagation in
lossless media. The sound pressurep in the fluid satisfies the
wave equation

¹2p5
1

cf
2

]2p

]t2 , ~1!

where cf5(Bf /r f)
1/2 is the sound speed,Bf the adiabatic

bulk modulus, andr f the ambient density. The elastic wave
field in the solid is described by the particle displacement
vectoru, the Helmholtz decomposition of which is

u5“f1“3c. ~2!

The potential functions satisfy the wave equations

¹2f5
1

cl
2

]2f

]t2 , ¹2c5
1

ct
2

]2c

]t2 , ~3!

where cl5@(Bs1
4
3ms)/rs#

1/2 is the longitudinal~compres-
sional! wave speed,ct5(ms /rs)

1/2 the transverse~shear!
wave speed,Bs the bulk modulus,ms the shear modulus, and
rs the density. The sound pressure is related to the displace-
ment potentialf̃ in the fluid by

p52r f

]2f̃

]t2 . ~4!

We introduce here the conventions and notation for the
wave numbers and the reflection and transmission coeffi-
cients. Consider the plane-wave system sketched in Fig. 2,
where the fluid occupies the upper half-space, the solid oc-
cupies the lower half-space, and all possible incident, trans-
mitted, and reflected waves are shown. Ideal conditions are
assumed at the interface, which is taken to be traction-free.
The coordinate system has been adjusted such that the propa-
gation directions of the incident waves and the resulting scat-
tered ~i.e., reflected and transmitted! waves are in thexz

plane. We consider waves with angular frequencyv and ex-
press the plane-wave solutions in the form

p5~pince
iK fz1pscate

2 iK fz!ei ~kx2vt !, ~5!

f5~f ince
2 iK lz1fscate

iK lz!ei ~kx2vt !, ~6!

c5~c ince
2 iK tz1cscate

iK tz!ei ~kx2vt !, ~7!

wherec is they component ofc ~i.e., vertical polarization is
assumed!, and

K f ,l ,t5Akf ,l ,t
2 2k2, k5kf ,l ,t sinu f ,l ,t . ~8!

The signs are chosen such that ReK>0 and ImK>0. The
relation fork follows from the kinematic constraint that all
field components must exhibit the same periodic spatial
variation along the interface. Specifically,k is the wave
number in the plane of the interface, in this case thex com-
ponent of each wave vector, withkf ,l ,t5v/cf ,l ,t and with all
corresponding angles defined as in Fig. 2.

The scattered wave amplitudes are related to the incident
wave amplitudes by

S f̃scat

fscat

cscat

D 5S Rll T̃ll T̃tl

Tll R̃ll R̃tl

Tlt R̃lt R̃tt

D S f̃ inc

finc

cinc

D , ~9!

where we have

p5v2r ff̃ ~10!

from Eq. ~4!. Expressions for the matrix elements are given
by Eqs.~4.2.8!–~4.2.15! of Brekhovskikh and Godin,9 with
the shear modulus set equal to zero for the fluid half-space
~see also their Secs. 4.2.2 and 4.2.3!. Each coefficient is a
function ofk or, alternatively, any of the anglesu f ,l ,t via the
second of Eqs.~8!.

B. Angular spectra and absorption

Diffraction effects are taken into account by represent-
ing the field in terms of its angular spectrum. Because the
fluid–solid interfaces shall be taken to be planes perpendicu-
lar to the z axis, we employ the following spatial Fourier
transform pair:

FIG. 1. Coordinates defining positions of the source and receivers in the
fluid with respect to the solid, and ray paths for the longitudinal~compres-
sional! and shear~transverse! waves in the solid.

FIG. 2. Wave potentials used in the scattering matrix for the reflection and
transmission coefficients.
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f̂ ~k!5F$ f ~x!%5E f ~x!e2 i k•xdx, ~11!

f ~x!5F21$ f̂ ~k!%5E f̂ ~k!ei k•x
dk

~2p!2 , ~12!

where x5(x,y) and k5(kx ,ky) are the coordinates and
wave numbers, respectively, in planes parallel to the inter-
faces, and we have employed the notationdx5dxdy and
dk5dkxdky . With the sound pressure expressed as

p~x,z,t !5 1
2 P~x,z!e2 ivt1c.c., ~13!

and if the source spectrum is given in the planez50 by

P̂~k,0!5F$P~x,0!%, ~14!

then the solution of Eq.~1! for the sound pressure in a plane
z.0 is10

P~x,z!5F21$P̂~k,0!eiK fz%, K f5Akf
22uku2. ~15!

Several frequently encountered source functions, e.g., Gauss-
ian, circular piston, and rectangular piston, admit simple ana-
lytic expressions forP̂(k,0).

We wish to accommodate source functions that are de-
fined in planes that may not be perpendicular to thez axis.
Such a situation is depicted in Fig. 3, where the source func-
tion is considered known in anx8y plane that is inclined at
an angleu0 with respect to thexy plane. The transformations
between thexz andx8y8 coordinate~and wave number! sys-
tems associated with rotation by angleu0 about they axis are
given by

S j8
z8 D5S cosu0 2sinu0

sinu0 cosu0
D S j

z D , ~16!

where (j,z)5(x,z) for the coordinate transformation,
(j,z)5(kx ,kz) for the wave number transformation, and
with y5y8, ky5ky8 , and kz5K. Given a field distribution
f (x8,0) in the ~rotated! plane z850 and its corresponding
angular spectrumf̂ (k8,0), substitution of the coordinate
transformations in the Fourier integrals yields

f̂ ~k,z50!5
ukz8u
ukzu

f̂ ~k8,z850! ~17!

for the angular spectrum in the planez50.
To include absorption, we assume that the waves in the

fluid and the solid form reasonably directional beams that
propagate along axes determined nominally by the ray paths
indicated in Fig. 2. For example, the distance propagated by
the incident sound beam from the source to the first interface
in Fig. 1 is nominallydi /cosu0, where di is the distance
traveled in thez direction. If the absorption coefficient for
the fluid is a f , the attenuation experienced by the incident
sound beam is approximatelye2a f di /cosu0. Because the an-
gular spectra are propagated in thez direction, attenuation is
taken into account by rendering the wave numbersK5kz

complex. Each is replaced with the expression

K̃5K1 iaz , az5a/cosuz , ~18!

wherea is the absorption coefficient appropriate for the me-
dium ~a f for the sound wave in the fluid,a l or a t for the
longitudinal or transverse wave in the solid, respectively!,
anduz is the angle formed by thez axis and the propagation
direction of the given plane wave in the angular spectrum,
i.e., cosuz5K/k.

C. Reflection and transmission of a beam

The sound field incident on the solid is given by Eq.
~15!. We consider the reflected sound field in the receiver
planez5zr , a distancedr away from the interface~see Fig.
1!. The source planez50 is distancedi from the interface,
and the spectrum of the incident beam in that plane isP̂(k,0)
@obtained using Eq.~17! if the source is rotated#. The re-
flected pressure field in the plane of the receiver is

Pr~x,zr !5F21$Rll ~k!P̂~k,0!eiK f ~di1dr !%, ~19!

where di1dr is the total propagation distance along thez
axis from the source to the interface and back to the receiver.
Since the reflection coefficientRll depends on the magnitude
k5uku, the second of Eqs.~8! permitsRll to be expressed as
a function of any of the angles in Fig. 2.

We consider now the transmitted field in the receiver
planez5zt , a distancedt below a solid of thicknessh ~see
Fig. 1!. There are two contributions to this field, one (Pt

long)
due to the longitudinal wave in the solid and the other (Pt

tran)
due to the transverse wave. Multiple reflections within the
solid are not considered. The total transmitted field is the
sum of these two contributions,

Pt~x,zt!5Pt
long~x,zt!1Pt

tran~x,zt!, ~20!

where

Pt
long~x,zt!5F21$Tll ~k!T̃ll ~k!P̂~k,0!eiK f ~di1dt!1 iK lh%, ~21!

Pt
tran~x,zt!5F21$Tlt~k!T̃tl~k!P̂~k,0!eiK f ~di1dt!1 iK th%. ~22!

In the expression forPt
tran, the coefficientTlt accounts for

conversion of the sound wave in the fluid at the upper inter-
face into a transverse wave in the solid, andT̃tl accounts for
conversion of the transverse wave in the solid at the lower
interface back into a sound wave in the fluid. When the axis
of the incident sound beam is nearly normal to the interface
(u0.0), excitation of the transverse wave is very inefficient

FIG. 3. Coordinates defining rotation of the source with respect to the plane
parallel to the fluid–solid interface.
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(Tlt.0) and thereforeP.Pt
long. For angles of incidence in

the neighborhood of the critical angle where the longitudinal
wave in the solid becomes evanescent yet the transverse
wave is excited, one obtainsP.Pt

tran.

III. QUASILINEAR THEORY

The results presented in Sec. II for the fields at the
source frequencyv are used below to construct solutions for
the fields at the second-harmonic frequency 2v. The inte-
grals for second-harmonic generation in the fluid and solid
are developed independently and then connected at the inter-
faces by the reflection and transmission coefficients.

A. Wave interaction in the fluid

A solution for a lossless fluid is developed first, and then
Eqs.~18! are used to include absorptionad hoc. Specifically,
we begin with the following second-order wave equation for
an ideal fluid:11

S ¹22
1

cf
2

]2

]t2D p52
b f

r fcf
4

]2p2

]t2 2S ¹21
1

cf
2

]2

]t2DL, ~23!

whereL5 1
2(r fv•v2p2/r fcf

2) is a Lagrangian density,v is
the particle velocity vector, andb f is the coefficient of non-
linearity. For liquids, one normally expresses the coefficient
of nonlinearity in the form

b f511B/2A, ~24!

whereB/A is referred to as the parameter of nonlinearity.12

Henceforth in this section we shall suppress the subscriptf
unless there is likelihood of confusion with expressions used
later for solids.

We let p5p11p2 , where up1u@up2u, p1 is the sound
pressure at the primary frequencyv, p2 the pressure at the
nonlinearly generated second-harmonic frequency 2v, and
we use notation as in Eq.~13!:

pn~x,z,t !5 1
2 Pn~x,z!e2 invt1c.c., n51,2. ~25!

The source condition is taken to be

p~x,z0 ,t !5 1
2 @P1~x,z0!e2 ivt1P2~x,z0!e2 i2vt#1c.c.,

~26!

which corresponds to radiation at frequenciesv and 2v from
the planez5z0 . The purpose of takingP2(x,z0)Þ0 is to
allow for second-harmonic generation by the primary beam
incident on this plane.

Equation~23! is solved via successive approximations.
In the first approximation the right-hand side is set to zero,
and the solution of the resulting linear equation for the pri-
mary beam is denotedp1 . By way of Eq.~25! we have

~¹21k2!P150, ~27!

wherek5v/cf . Using Eqs.~12! and ~15!, we express the
primary beam atz.z0 as a superposition of plane wave
modes,

P1~x,z!5F21$P̂1~k,z0!eiK 1Dz%

5E P̂1~k,z0!eik•r
dk

~2p!2 , ~28!

where

Kn5A~nk!22uku2, n51,2, ~29!

k5(k,K1), r5(x,Dz), andDz5z2z0 .
Now separateP2 as follows:

P25P2
h1P2

p , ~30!

where

P2
h~x,z0!5P2~x,z0!, ~31!

P2
p~x,z0!50. ~32!

The functionP2
h is the homogeneous solution of the equation

~¹214k2!P2
h50 ~33!

that satisfies the boundary condition in Eq.~31!, and there-
fore

P2
h~x,z!5F21$P̂2~k,z0!eiK 2Dz%, ~34!

whereK2 is given by Eq.~29! with n51. Next substitutep2

in the left-hand side of Eq.~23!, with P25P2
p . On the right-

hand side substitutep1 , use the first-order relation“p
52r(]v/]t) to eliminatev in favor of p, and finally substi-
tute Eq.~28! to obtain

~¹214k2!P2
p5

2k2

rc2 E E b̃~k8,k9!ei ~k81k9!•r

3 P̂1~k8,z0!P̂1~k9,z0!
dk8dk9

~2p!4 , ~35!

where uk8u5uk9u5k. If Q~k8,k9! designates the angle be-
tween a given pair of plane-wave components in the primary
beam, such thatk8•k95k2 cosQ, then one obtains

b̃~Q!5b22 sin2~Q/2!1sin4~Q/2!. ~36!

Equation ~36! is an augmented coefficient of nonlinearity
that indicates the strength with which any given pair of
plane-wave modes in the primary beam interact to generate a
second harmonic.

The right-hand side of Eq.~35! represents the forcing
function as a superposition of plane-wave modes having
wave vectorsk81k9 and phase speeds 2v/uk81k9u. The latter
differ from the sound speedc unless the given pair of plane
waves propagate in directions that are collinear and thus
uk81k9u52v/c. The phase mismatch at large interaction
angles produces inefficient nonlinear interactions. When the
radiation forms a directional sound beam, the main contribu-
tions to the solution of Eq.~35! result from nearly collinear
interactions, for whichQ is small and the relatively weak
angular dependence in Eq.~36! may be ignored. Measure-
ments in an acoustic waveguide at large interaction angles
have demonstrated both the dependence ofb̃ on Q and the
corresponding effects of phase incoherence for the case of
sum- and difference-frequency generation.13,14 We shall
henceforth consider only directional sound beams and re-
placeb̃(k8,k9) in Eq. ~35! with the constantb. This approxi-
mation is equivalent to settingL50 in Eq. ~23!.11
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To solve Eq.~35! with b̃ replaced byb, begin by taking
the Fourier transform of both sides and evaluating the result-
ing integrals overx andk9 to obtain

S ]2

]z2 1K2
2D P̂2

p5
2bk2

rc2 E ei ~Ka1Kb!Dz

3 P̂1~k8,z0!P̂1~k2k8,z0!
dk8

~2p!2 .

~37!

where

Ka5Ak22uk8u2, Kb5Ak22uk2k8u2. ~38!

The solution of Eq.~37! that satisfies Eq.~32! is

P̂2
p~k,z!5E Qf~k,k8,Dz!

3 P̂1~k8,z0!P̂1~k2k8,z0!
dk8

~2p!2 , ~39!

where

Qf~k,k8,Dz!5
2bk2

rc2 S ei ~Ka1Kb!Dz2eiK 2Dz

K2
22~Ka1Kb!2 D . ~40!

The desired pressure at frequency 2v is given by the inverse
transform ofP̂2

h1 P̂2
p ,

P2~x,z!5F21$P̂2~k,z0!eiK 2Dz1 P̂2
p~k,z!%. ~41!

Evaluation of the second-harmonic field in any plane is thus
determined completely by calculations in the source plane.

Equations~39!–~41! correspond to Eqs.~25! and~26! of
Alais and Hennion,5 and more closely to Eqs.~7!–~9! of
Naze Tjo”tta and Tjo”tta,7 when the latter results are evaluated
at the sum frequency and minor scaling is introduced for
application to second-harmonic generation. Alais and Hen-
nion employ a parabolic approximation not used here, al-
though this approximation affects their result in a relatively
minor way. Our solution appears initially to be equivalent to
the one presented by the Tjo”ttas, but theirs is expressed in
terms of an augmented pressure variable that transforms Eq.
~23! into the Westervelt equation11 @Eq. ~23! with L50#. Our
solution is thus formally the same as that of the Tjo”ttas in-
sofar as ignoring the angular dependence in Eq.~36! is
equivalent to settingL50 in Eq. ~23!. The two approaches
have different implications for the source condition on the
second harmonic, but this distinction is not significant in the
present investigation. Moreover, it is straightforward to re-
tain the angular dependence in Eq.~36! by substitutingb̃ for
b in Eq. ~40!.

To include absorption on the basis of Eq.~18!, recall
that we impose the condition that the radiation form a rea-
sonably directional sound beam. Witha1 anda2 taken to be
the absorption coefficients at the fundamental and second-
harmonic frequencies, the following complex forms ofKa,b

andK2 may be substituted in Eq.~40!:

K̃a,b5Ka,b1 iaa,b , K̃25K21 iac , ~42!

where

aa,b5a1 /cosua,b5~k/Ka,b!a1 ,
~43!

ac5a2 /cosuc5~2k/K2!a2 .

In terms of the notation used in Eq.~39! there is collinear
interaction fork85k2k8, i.e., for k851

2k. In this caseKa

5Kb5 1
2K2 and Eq.~40! reduces to

Qf5
bk

i2rc2 S e22a1Dz/cosu2e2a2Dz/cosu

~a222a1!/cosu DeiK 2Dz, ~44!

where terms quadratic ina1,2 have been neglected in the
denominator. Witha1,250, Eq. ~44! reduces to

Qf5
bkDz

i2rc2 eiK 2Dz, ~45!

which describes resonant growth of the second harmonic.

B. Wave interaction in the solid

The purpose of the present section is to develop a sim-
plified model that accounts for the dominant elastic wave
interactions that result from a directional sound beam that
propagates into an immersed elastic half-space. When the
sound beam in the fluid is transmitted into the solid, mode
conversion takes place, giving rise to transverse as well as
longitudinal waves. The efficiency of second-harmonic gen-
eration in the longitudinal and transverse modes of propaga-
tion may be assessed by considering the resonance condition
for plane-wave interaction,

uk l ,t8 1k l ,t9 u52kl ,t , ~46!

where uk l ,tu5v/cl ,t is the wave number of the longitudinal
or transverse primary wave. Equation~46! indicates the pos-
sibility of six interactions associated with the permutations
of the incides, three corresponding to generation of a longi-
tudinal wave at 2v and three to generation of a transverse
wave. We shall employ the notation, e.g.,LT→L to indicate
second-harmonic generation in the longitudinal mode (2kl)
by one primary wave in the longitudinal mode (k l8) and the
other in the transverse mode (kt9). The nominal valuecl /ct

52 is used for the purpose of discussing resonance angles
that satisfy Eq.~46! subject to the definition cosQ5k8
•k9/k8k9.

For the three interactions that generate a longitudinal
second-harmonic component, the resonance angles areQ50
for LL→L, Q5104.5° for LT→L, and Q5120° for TT
→L. Only the first of these interactions,LL→L, is signifi-
cant. The other two involve widely separated components in
the angular spectrum, and these interactions are negligible
for the geometry under consideration, namely, a directional
sound beam incident on the solid. For generation of a trans-
verse second-harmonic component, the resonance angle is
Q50 for TT→T, but no angle satisfies the resonance condi-
tion for either TL→T or LL→T. The conditionQ50 for
TT→T corresponds to generation of a second harmonic in
the transverse mode by a single plane wave in the transverse
mode, but this coupling does not occur at quadratic order in
the equations of motion.15 ~Zabolotskaya16 derived a wave
equation retaining terms through cubic order and discusses
mechanisms by which second-harmonic generation in
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transverse-wave beams may occur.! Therefore, of the six
possible interactions of interest in the present investigation,
only the one involving exclusively longitudinal modes is sig-
nificant. Resonance conditions for harmonic generation in
isotropic solids are discussed in greater detail elsewhere.17–19

In view of these observations, an appropriate
longitudinal-wave equation in terms of the particle displace-
ment potential is

S ¹22
1

cl
2

]2

]t2Df5
bs

cl
4 S ]2f

]t2 D 2

, ~47!

where

bs52S 3

2
1

A13B1C
rscl

2 D , ~48!

andA, B, andC are Landau’s third-order elastic constants.17

For a fluid these constants become20 A50, B52r fcf
2, and

C5 1
2(12B/A)r fcf

2, for which Eq.~48! reduces to Eq.~24!.
For plane-wave propagation along thez axis, substitute the
first-order relation]2f/]t25cl

2]2f/]z2 in the right-hand
side of Eq. ~47!, introduce the particle displacementu
5]f/]z, and thus recover the wave equation derived by
Gol’dberg,15

]2u

]z22
1

cl
2

]2u

]t2 52bs

]u

]z

]2u

]z2 . ~49!

When the retarded timet5t2z/cl is introduced in Eq.~47!,
the parabolic approximation is employed, and the result is
expressed in terms of the particle velocityv5]2f/]z]t,
Zabolotskaya’s paraxial wave equation for sound beams is
recovered,16

]2v
]z]t

2
cl

2
¹'

2 v5
bs

2cl
2

]2v2

]t2 , ~50!

where¹'
2 5]2/]x21]2/]y2. Equation~47! is thus expected

to provide an accurate description of second-harmonic gen-
eration in longitudinal-wave beams by components of the
angular spectrum whose directions of propagation are simi-
lar. As these small-angle interactions are the strongest in the
spectrum of the primary beam, the entire second-harmonic
field should be accurately modeled by Eq.~47!.

Use of Eq. ~47! is further motivated by the accuracy
with which the terms depending onQ in Eq. ~36! may be
ignored for a directional sound beam in a fluid. Note that if
the linear Eq.~4! is used to eliminatef in favor of p in Eq.
~47!, Eq. ~23! is obtained withL50. The terms containingL
are precisely those giving rise to the dependence onQ in Eq.
~36!, and these corrections are negligible for directional
beams.11 Equation~47! is thus analogous to the Westervelt
equation for fluids and should therefore yield accurate results
for directional longitudinal-wave beams in isotropic solids.

We call attention to the fact that the elastic wave equa-
tions at second order are derived in Lagrangian
coordinates.15,16We are ignoring the distinction between Eu-
lerian and Lagrangian coordinates because the correction
terms describe local effects that are negligible in comparison
with the cumulative nonlinear effects associated with propa-
gation of directional beams. Similarly, in Secs. II C and II D

we use linear theory for the reflection and transmission co-
efficients to establish boundary conditions for the second-
harmonic component, because the error at second order is
again a local effect that may be ignored in comparison with
the cumulative nonlinear effects. Discussions of distinctions
between Eulerian and Lagrangian coordinates and lineariza-
tion of boundary conditions in nonlinear acoustics are pro-
vided by Blackstock.21

The procedure for solving Eq.~47! follows precisely the
method described in Sec. III A. Here we writef5f11f2 ,
where

fn~x,z,t !5 1
2 Fn~x,z!e2 invt1c.c., n51,2, ~51!

with

f~x,z0 ,t !5 1
2 @F1~x,z0!e2 ivt1F2~x,z0!e2 i2vt#1c.c.

~52!

From Eq.~47! we have

~¹21kl
2!F150, ~53!

~¹214kl
2!F25 1

2 bskl
4F1

2, ~54!

the solutions of which are

F1~x,z!5F21$F̂1~k,z0!eiK 1Dz%, ~55!

F2~x,z!5F21$F̂2~k,z0!eiK 2Dz1F̂2
p~k,z!%, ~56!

where

F̂2
p~k,z!5E Qs~k,k8,Dz!

3F̂1~k8,z0!F̂1~k2k8,z0!
dk8

~2p!2 ~57!

and

Qs~k,k8,Dz!5
bskl

4

2 S ei ~Ka1Kb!Dz2eiK 2Dz

K2
22~Ka1Kb!2 D . ~58!

The definitions ofK1,2 andKa,b are the same as in Eqs.~29!
and ~38! but with k5kl . Absorption is included as in Eqs.
~42!.

C. Reflection from an elastic half-space

The solution for this case does not depend on harmonic
generation inside the solid and can be constructed from the
results in Sec. III A. As in Sec. II C, the reflected field is
desired in the receiver planez5zr a distancedr away from
the interface. Contributions from both the incident and re-
flected primary beams must be taken into account in the
evaluation of the second-harmonic field. The angular spectra
for the incident sound beam are

P̂1i~k,z!5 P̂1~k,0!eiK 1z, ~59!

P̂2i~k,z!5E Qf~k,k8,z!

3 P̂1~k8,0!P̂1~k2k8,0!
dk8

~2p!2 , ~60!
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whereP̂1(k,0) is the angular spectrum of the sound source at
z50 ~we assume there to be no 2v radiation from the
source!. The spectra immediately after reflection atz5di are
given by

P̂1r~k,di !5Rll ~k!P̂1~k,0!eiK 1di, ~61!

P̂2r~k,di !5Rll ~k!P̂2i~k,di !. ~62!

These source conditions correspond to the spectra ofP1 and
P2 in Eq. ~26!. The solution atz5zr is thus provided by Eq.
~41!,

P2r~x,zr !5F21$P̂2r
inc~k,zr !1 P̂2r

refl~k,zr !%, ~63!

where

P̂2r
inc~k,zr !5Rll ~k!P̂2i~k,di !e

iK 2dr ~64!

is the contribution due to second-harmonic generation in the
incident primary beam, and

P̂2r
refl~k,zr !5E Qf~k,k8,dr !

3 P̂1r~k8,di !P̂1r~k2k8,di !
dk8

~2p!2 ~65!

is the contribution due to second-harmonic generation in the
reflected primary beam.

D. Transmission through an immersed elastic solid

The desired sound field is in the receiver planez5zt , a
distancedt below a solid of thicknessh. The angular spec-
trum of the sound beam incident on the solid is given again
by Eqs. ~59! and ~60!. ~We must now distinguish between
quantities for sound in the fluid and longitudinal waves in the
solid with the notationf and l, respectively.! The angular
spectra of the displacement potentials in the solid at the first
interface,z5di , are given by

F̂1~k,di !5Tll ~k!
P̂1~k,0!

v2r f
eiK 1 f di, ~66!

F̂2~k,di !5Tll ~k!
P̂2i~k,di !

4v2r f
, ~67!

where the factors ofn2v2r f (n51,2) in the denominators
follow from using Eq.~10! to convert sound pressure into
displacement potential in order to apply the transmission co-
efficients. The displacement potentials in the solid at the sec-
ond interface (zh5di1h) are

F̂1~k,zh!5Tll ~k!
P̂1~k,0!

v2r f
ei ~K1 f di1K1l h!, ~68!

F̂2~x,zh!5Tll ~k!
P̂2i~k,di !

4v2r f
eiK 2l h1F̂2

p~k,zh!, ~69!

where Eq.~69! follows from Eq.~56!, with

F̂2
p~k,zh!5E Qs~k,k8,h!

3F̂1~k8,di !F̂1~k2k8,di !
dk8

~2p!2 . ~70!

The spectrum of the second harmonic in the fluid atzh is
obtained by multiplying Eq.~69! by 4v2r f T̃l l ,

P̂2t~k,zh!5Tll ~k!T̃ll ~k!P̂2i~k,di !e
iK 2 f h

14v2r f T̃l l ~k!F̂2
p~k,zh!. ~71!

The transmitted pressure field at 2v is separated into its ho-
mogeneous and particular solutions, such that Eq.~41! may
be used to obtain

P2t~x,zt!5F21$P̂2t~k,zh!eiK 2 f dt1 P̂2t
p ~k,zt!%, ~72!

where

P̂2t
p ~k,zt!5E Qf~k,k8,dt!

3 P̂1t~k8,zh!P̂1t~k2k8,zh!
dk8

~2p!2 . ~73!

When the primary beam transmitted into the fluid on the far
side of the solid is so weak as to generate a negligible con-
tribution to the second-harmonic field, the termP̂2t

p may be
ignored.

IV. EXPERIMENTS

Experimental investigations of reflection and transmis-
sion were conducted with thick plates of aluminum~thick-
nessh56 cm! and acrylic~thicknessh510 cm! immersed in
distilled water in the configuration shown in Fig. 1. Proper-
ties of the three media are provided in Table I. For the water,
the temperature of which was 2161 °C, standard values re-
ported in the literature are given.12,22The densities and wave
speeds for the solids were measured directly. The value ofbs

for aluminum, which is not required in the simulations re-
ported below but is provided for reference, is obtained by
substituting in Eq.~48! measured values of the third-order
elastic constants reported by Smithet al.23 The value ofbs

for the acrylic was deduced from the transmission experi-
ment described in Sec. IV B.

The source transducer was made by Panametrics and
radiated at frequencyf 51 MHz from an unfocused circular
piezoelectric element of effective radiusa51.21 cm. The
collimation length of the beam in water is thus12kfa

2

531 cm. Taking p0 to characterize an effective uniform
sound pressure on the face of the source, and lettingu0 des-
ignate the angle in thexz plane between the incident beam

TABLE I. Properties of the media used in the experiments.

Medium
r

~kg/m3!
cl

~m/s!
ct

~m/s!
b
¯

h
~cm!

Water 998 1486 ¯ 3.5 ¯

Aluminum 2727 6381 3150 8.5 6
Acrylic 1182 2760 1415 10 10
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axis and the normal to the interface~see Figs. 1 and 3!, we
express the source condition in the rotated~primed! coordi-
nate system of Eq.~16! as P18(x8,0)5p0 for ux8u<a and
P18(x8,0)50 for ux8u.a. The angular spectrum in the plane
z850 is thus

P̂18~k8,0!5pa2p0

2J1~k8a!

k8a
, ~74!

wherek85uk8u, and J1 is the first-order Bessel function of
the first kind. Equation~74! is substituted in Eq.~17! to
provide the source conditionP̂1(k,0) in the planez50,
which is used as the starting point for all calculations re-
ported below. As indicated in Fig. 1, the center of the source
coincides with the origin of the coordinate system, (x,y,z)
5(0,0,0).

Measurements of the sound pressure in the water at the
fundamental~f! and second-harmonic (2f ) frequencies were
made with a Marconi bilaminar PVDF membrane hydro-
phone possessing an active element approximately 1 mm in
diameter. The positioning apparatus, electronics, and signal
processing have been described elsewhere.8,24 Comparisons
of linear theory with beam patterns measured in the free field
determined the value of the radiusa given above, and com-
parisons with pressure amplitudes determinedp0 . Continu-
ous radiation was simulated with 24-cycle tone bursts, for
which the corresponding pulse lengths are approximately 4
cm in the water, 15 cm in the aluminum, and 7 cm in the
acrylic.

A. Reflection

Experiments on reflection were conducted with the alu-
minum. The source was centered a distancedi510 cm away
from the solid, and measurements of the reflected field were
made in a plane parallel to the interface a distancedr

515 cm away. Incident beam angles in the neighborhood of
the Rayleigh angle,uR530.4°, were investigated because of
the pronounced nonspecular effects associated with rapid
variations in the reflection coefficientRll . Figure 4~a! shows
that uRll u51 for angles greater thanu f529.6°, the critical
incidence angle at which the transverse wave in the alumi-
num becomes evanescent~the longitudinal wave becomes
evanescent atu f513.5°!. The phase variation observed in
Fig. 4~b! at u f.30° produces the nonspecular reflection phe-
nomena that have traditionally been the focus of consider-
able interest.1–4,25Note that the coefficients in Eq.~9! are not
functions of frequency, and therefore the same coefficientRll

applies to both thef and 2f components in the beam. Be-
cause of the oblique angles of incidence in this experiment,
the wave reflected from the far side of the aluminum plate
did not interfere with the wave reflected from the first
liquid–solid interface. The experiment thus models reflection
from an elastic half-space.

Figure 5 shows measurements~solid lines! and predic-
tions ~dashed lines! of the reflected pressure field along the
line (x,y,z)5(x,0,zr) at the fundamental~left column! and
second-harmonic~right column! frequencies for a source
pressure ofp05100 kPa and 26°<u0<32°. The theory in
the left column is obtained from Eq.~19!, and in the right
column from Eq.~63!. No curve fitting was employed. All
calculations are based exclusively on the parameter values in
Table I, the source condition in Eq.~74!, and geometrical
factors. Thermoviscous absorption in the water was negli-
gible for the path lengths involved and was not included in
the calculations. Quantitative agreement between theory and

FIG. 4. ~a! Magnitude and~b! phase of the reflection coefficientRll for a
water–aluminum interface.

FIG. 5. Comparison of measurements~solid lines! and predictions~dashed
lines! for the pressures of the fundamental~left column! and second-
harmonic~right column! components in a sound beam reflected from alu-
minum in water~di510, dr515 cm!. The Rayleigh angle isuR530.4°.
Arrowheads indicate locations of the beam axis predicted by ray theory.
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experiment is excellent. The arrowheads in Fig. 5 identify
the coordinate

xray5~di1dr !tanu0 , ~75!

where ray theory predicts the reflected beam axis to be lo-
cated.

We consider first the small-signal results in the left col-
umn. Linear acoustical phenomena associated with reflection
near the Rayleigh angle are well understood and shall not be
discussed extensively here. For a recent discussion see Chi-
menti et al.,4 who also present quantitative comparisons of
theory and experiment, although for Gaussian rather than
uniform-piston beams, and with theory for two-dimensional
rather than three-dimensional propagation. In Fig. 5 it is ob-
served that the effective beam center shifts ahead of the pre-
diction by ray theory as the Rayleigh angle is approached. A
distinct minimum appears atx.xray for u0.30° because of
interference between the specularly reflected component and
reradiation by the leaky Rayleigh wave. The pressure distri-
butions in the planez5zr that are shown in Fig. 6 for the
fundamental demonstrate clearly both the interference phe-
nomenon at the Rayleigh angle and the full three-
dimensional validity of the theoretical model. They also
show that at the Rayleigh angle the null atx.15 cm extends
through the entire beam, which explains the dramatic visual-
ization of the interference pattern with Schlieren
photography.3,25

We consider next the results for the second harmonic,
shown in the right column of Fig. 5. The excellent quantita-
tive agreement between theory and experiment, particularly
for the intricate field structure near the Rayleigh angle, pro-
vides confirmation of the approach used to model harmonic

generation in the reflected field. The distributions shown in
Fig. 6 for the second harmonic reveal agreement throughout
the entire cross section of the beam.

One notable feature observed in the second-harmonic
field is the decrease in amplitude touP2r umax.4 kPa atu0

530°, compared withuP2r umax.8 kPa at u0526° and
uP2r umax.12 kPa atu0532°. The amplitude of the primary
beam does not vary to such an extent. Equations~63!–~65!
provide an explanation for this difference. In Fig. 7, the solid
curves are the same calculations ofuP2r u @Eq. ~63!# that ap-
pear in the right column of Fig. 5, the short-dash lines are the
2 f componentuP2r

incu @Eq. ~64!# generated exclusively by the
incident primary beam and reflected from the interface, and
the long-dash lines are the 2f componentuP2r

reflu @Eq. ~65!#
generated exclusively by the reflected primary beam. Atu0

530° the values ofuP2r
incumax and uP2r

reflumax individually are

FIG. 6. Planar scans~vertical axis is
sound pressure! corresponding to Fig.
5, with the incident beam axis at the
Rayleigh angleuR530.4°.

FIG. 7. Decomposition of the predicted second-harmonic pressures in Fig. 5
at various incidence angles. Solid lines areuP2r u, short-dash lines areuP2r

incu,
and long-dash lines areuP2r

reflu.
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considerably greater than the valueuP2r umax5uP2r
inc1P2r

reflumax

because of phase interference.
The phase interference occurs becauseP1

2, which is the
forcing function for second-harmonic generation, andP2 ex-
perience different phase shifts following reflection. Suppose
that before reflection, coherent second-harmonic generation
has been established, and the incident fieldsP2i andP1i

2 are
in phase. If we writeRll 5uRll ueic for a given plane wave in
the angular spectrum, then just after reflection the phase of
P2r is advanced byc, whereas the phase ofP1r

2 is advanced
by 2c. A net phase difference ofc is thus introduced, and
the amplitude of the second harmonic is diminished for any
cÞ0. Moreover, the amplitude of the second harmonic will
initially decrease with distance following reflection for 90°
,c,270°. The effect is strongest forc5180°, which is a
situation that is well understood in connection with reflection
from a pressure-release surface.26,27 Inspection of Fig. 7 in-
dicates that for reflection of a beam from an elastic half-
space, the effect is strongest at the Rayleigh angle. See Ref.
28 for further discussion of the influence that phase of the
reflection coefficient has on second-harmonic generation.

B. Transmission

In immersion experiments configured as in Fig. 1 where
harmonic generation in the solid is the subject of investiga-
tion, the question arises as to whether harmonic generation in
the surrounding fluid may dominate measurements of the
harmonics in the transmitted field. An estimate of these rela-
tive contributions to the transmitted field may be obtained by
considering second-harmonic generation in a plane wave that
propagates through the solid in a direction normal to the
interfaces. For simplicity we ignore absorption in the fluid,
but not in the solid. We also ignore harmonic generation in
the fluid on the far side of the solid (z.di1h). The latter
assumption is reasonable if the wave is sufficiently weak-
ened by absorption in the solid or transmission through the
interfaces, or if the receiver used to measure the transmitted
field in the fluid is sufficiently close to the interface.

To investigate plane waves at normal incidence we re-
quire the transmission coefficients in Eq.~9! for the first and
second interface, respectively, evaluated atu f50,9

Tll 5
2~r f /rs!

11Zf /Zs
, T̃ll 5

2~rs /r f !

11Zs /Zf
, ~76!

whereZf5r fcf and Zs5rscs are the specific acoustic im-
pedances of the fluid and the solid, respectively~it is conve-
nient here to introducecs for the longitudinal wave speedcl

in the solid!. Let the incident plane wave in the fluid have
pressure amplitudep0 . The amplitude of the second har-
monic in the incident field isuP2i u5uQf up0

2, where Qf is
given by Eq.~45! with Dz5di . The amplitude of this wave
after linear propagation through the solid isuP2t

f u
5Tll T̃ll uP2i ue2a2

sh, or

uP2t
f u52e2a2

sh
p0

2b fkfdi

r fcf
2

Zs /Zf

~11Zs /Zf !
2 , ~77!

wherean
s (n51,2) designates the absorption coefficient for

the longitudinal wave in the solid at frequencynv. Equation

~77! accounts only for second-harmonic generation in the
fluid regionz,di .

We now calculate uP2t
s u, the transmitted second-

harmonic amplitude due to nonlinearity of the solid. The
displacement potential amplitude of the incident wave in the
fluid is F0 f5p0 /v2r f , and transmission through the first
interface givesF0s5Tll F0 f in the solid. Second-harmonic
generation in the solid is described byuF2su5uQsuF0s

2 .
Evaluation of Eq.~58! for Dz5h, normal incidence, and
with absorption taken into account yieldsuQsu
5 1

8bsks
3hAse

2a2
sh, where

As5
e~a2

s
22a1

s
!h21

~a2
s22a1

s!h
~78!

is an absorption parameter. Note thatAs.1 is obtained for
eithera1,2

s .0 or a2
s.2a1

s . Transmission from the solid into
the fluid yieldsuF2 f u5T̃ll uF2su, for which the corresponding
pressure isuP2t

s u54v2r f uF2 f u. Combining the above rela-
tions, we have

uP2t
s u54Ase

2a2
sh

p0
2bsksh

rscs
2

~Zs /Zf !
2

~11Zs /Zf !
3 . ~79!

The ratio of Eq.~79! to ~77! provides the desired mea-
sure of second-harmonic generation in the solid relative to
that in the fluid,

uP2t
s u

uP2t
f u

5
2As

11Zs /Zf
S h

di
D S bs

b f
D S cf

cs
D 2

. ~80!

With As51 for the aluminum~negligible absorption!, As

50.95 for the acrylic~based on parameters given in the next
paragraph!, h/di52, and with the values listed in Table I,
Eq. ~80! yields uP2t

s u50.04uP2t
f u for the aluminum anduP2t

s u
50.98uP2t

f u for the acrylic. Although diffraction was not
taken into account, these numbers suggest that nonlinearity
of the aluminum contributes negligibly to the transmitted
field in the water, whereas the contribution due to nonlinear-
ity of the acrylic is comparable to that of the water. More-
over, insofar as the values ofbs are similar for the aluminum
and the acrylic, the ability to measure second-harmonic gen-
eration in a solid using the immersion technique employed
here is observed to depend critically on the small-signal
properties of the materials.

Transmission experiments on second-harmonic genera-
tion were therefore performed with the acrylic. Small-signal
tests determined the absorption coefficients for longitudinal
waves in the acrylic to bea l512 Np/m at 1 MHz anda l

523 Np/m at 2 MHz. These coefficients were used in the
calculations. The next task was to determine the nonlinearity
coefficient bs . We accomplished this by comparing mea-
surements with theory and consideringbs to be the only
adjustable parameter. The experiments were performed using
the configuration in Fig. 1. With the source at distancedi

55 cm in front of the solid (h510 cm), beam profiles were
measured in a plane at distancedt510 cm behind the solid,
along the line (x,y,z)5(x,0,zt). The source pressure was
p05420 kPa, and the incident beam axis was rotated from
u050 to u0530°.
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Beam profiles measured at the second-harmonic fre-
quency are shown as solid lines in Fig. 8 foru050 andu0

520°. The short-dash lines are theory obtained from Eq.
~72! with bs50, i.e., with nonlinearity of the acrylic ignored
and thereforeQs50 in Eq. ~70!. Without nonlinearity of the
acrylic taken into account, theory underestimates experi-
ment. The value ofbs was increased until theory matched
experiment in the center of the beam, which was achieved
with bs510. This is the value reported in Table I, and which
was used to evaluate Eq.~72! and generate the long-dash
curves in Fig. 8. The results on axis for normal incidence
indicate that the contribution due to nonlinearity of the
acrylic is similar to that due to nonlinearity of the water,
uP2t

s u;uP2t
f u, which is consistent with the estimate based on

Eq. ~80!.
The solid lines in Fig. 9 comprise the complete set of

measurements for the transmitted field at frequenciesf and
2 f for 0°<u0<30°. Here the pressure amplitudes are ex-
pressed in dB~re 1mPa! to emphasize the sidelobe structure.
The dashed lines for the primary wave are the theory ob-
tained from Eq.~21!, and for the second harmonic they are

the theory obtained from Eq.~72!. Apart from selectingbs

510 as described above, no curve fitting was employed.
Overall agreement between theory and experiment for both
the fundamental and second harmonic is very good up to
u0525°. At the critical angleu f532.6°, the longitudinal
wave in the acrylic becomes evanescent. The coordinatexray

of the transmitted beam axis predicted by ray theory and
indicated by the arrowheads in Fig. 9 is

xray5~di1dt!tanu01h tanFarcsinS cs

cf
sinu0D G , ~81!

wherecs5cl for the case at hand. Ray theory is an accurate
predictor of the location of the main lobe in the diffraction
pattern up tou0520°. At u0530° the angle corresponding
to the longitudinal wave in the acrylic isu l568° ~recall Fig.
2!. Despite the substantial refraction at this angle, diffraction
theory provides a reasonable description of not only the main
lobe but also the first few sidelobes in both the fundamental
and second-harmonic beam patterns.

We conclude with results for small-signal transmission
through aluminum when the principal mode of propagation
inside the solid consists of transverse waves. As explained in
Sec. III B, a transverse wave field produces a negligible
second-harmonic component. In this case we expect to have
uPt

longu!uPt
tranu in Eq. ~20!. The magnitude and phase of the

composite transmission coefficientTlt T̃tl that appears in Eq.
~22! is presented in Fig. 10. At the critical angleu f513.5°
for the longitudinal wave in the aluminum, a notch is ob-
served in the magnitude ofTlt T̃tl and a rapid variation is
observed in the phase. When the axis of the incident sound
beam in the water forms an angle in the vicinity ofu0

513.5° at the first aluminum interface, longitudinal waves in
the solid are refracted far away from the transverse waves.
The longitudinal wave field in the water on the opposite side
of the aluminum, generated by mode conversion of the trans-
verse wave field at the second interface, should be influenced
strongly by the rapid variation in the phase ofTlt T̃tl . It is
this case we examine experimentally to determine whether
Eq. ~22! accurately describes the transverse wave field in the
solid and the corresponding mode conversions at the two
interfaces. Equation~21! has already been verified by virtue
of the agreement between theory and experiment in Fig. 9.

Experiments were performed at 1 MHz, at which fre-
quency the absorption coefficient for transverse waves in the
aluminum was determined to bea t50.05 Np/m. The value
is sufficiently small that absorption was ignored in the cal-

FIG. 8. Comparison of measurements~solid lines! and predictions~short-
dash lines forbs50, long-dash lines forbs510! for the pressure of the
second harmonic in a sound beam transmitted through a thick acrylic plate
in water ~h510, di55, dt510 cm!.

FIG. 9. Comparison of measurements~solid lines! and predictions~dashed
lines! for the sound pressure levels~in dB re 1 mPa! of the fundamental and
second-harmonic components in a sound beam transmitted through a thick
acrylic plate in water~h510, di55, dt510 cm!. Arrowheads indicate loca-
tions of the beam axis predicted by ray theory.

FIG. 10. ~a! Magnitude and~b! phase of the composite transmission coef-
ficient Tlt T̃tl for aluminum in water.
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culations. The source was locateddi510 cm in front of the
aluminum plate (h56 cm), and beam profiles in the trans-
mitted field were measured along the line (x,y,z)5(x,0,zt) a
distancedt510 cm behind the plate. Presented as solid lines
in Fig. 11 are measurements withp0572 kPa and for 9°
<u0<16°. The dashed lines are calculations obtained from
Eq. ~22!. Except atu059°, where the signal is very weak,
agreement between theory and experiment is very good.
Note in particular the interference structure in the beam pro-
files for 11°<u0<12.5°, as the critical angleu0513.5° is
approached and the rapid phase variations inTlt T̃tl are en-
countered. Perhaps surprisingly, the interference structure
subsides as the angle increases further, up to the critical
angle and beyond. The arrowheads designate the locations
xray predicted by ray theory, Eq.~81! with cs5ct . Not until
u0516° does the center of the main lobe in the beam realign
with ray theory. The planar pressure distributions shown in
Fig. 12, foru0512° and the same planez5zt as in Fig. 11,
demonstrate the accuracy of the model throughout the sound
field.

V. CONCLUSION

Comparisons of theory and experiment were presented
for second-harmonic generation in sound beams reflected
from and transmitted through thick isotropic elastic solids.
The theoretical model combines angular spectrum theory for
the diffraction and harmonic generation with classical reflec-
tion and transmission coefficients for the interfaces. Non-
specular phenomena associated with critical angles are accu-

rately described. A number of the measurements of
diffraction patterns appear to be novel: second-harmonic
generation near the Rayleigh angle; second-harmonic gen-
eration due to oblique transmission through liquid–solid in-
terfaces; transmission of a shear-wave beam near a critical
angle. Theory and experiment are in close quantitative agree-
ment.
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The second harmonic generation of SV shear waves at isotropic solid–solid interfaces is
experimentally studied. The amplitude of shear waves is measured for the interfaces of glass–air,
glass–iron, glass–copper, and glass–aluminum. The measured angular relation of amplitude of the
second harmonic wave is compared with theory and the agreement is reasonably good. The
influence of the physical state of the interface on second harmonic generation is also observed. It is
found that the second harmonic generation is sensitive to the interface state. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1333418#

PACS numbers: 43.25.Jh@MAB #

I. INTRODUCTION

A boundary is inevitable because of the limited size of
the solid sample. Bonded interfaces also exist in various
kinds of composite materials. In addition, some interfaces
originate from cracks in fatigued materials. The existence of
interfaces has prominent influence on the nonlinear propaga-
tion of an acoustic wave in solid materials. Therefore, the
nonlinear effects at the interface have attracted much
attention.1–5 Interest also comes from the fact that research in
this field may find wide applications in nondestructive evalu-
ation~NDE! of materials. There is considerable effort to pro-
vide a nonlinear acoustic method to evaluate the bonding
strength of composite materials and nondestructive testing of
the degree of fatigue in materials.6,7

One important nonlinear interface effect is the genera-
tion of the second harmonic shear wave through reflection at
the interface.8 It is known that the second harmonic shear
wave will not be generated when a sinusoidal ultrasonic
shear wave propagates in an unbounded isotropic solid under
the assumption of quadratic nonlinearity.9 However, the situ-
ation will be different when the sinusoidal ultrasonic shear
wave encounters an interface of two isotropic solids. In this
case the reflected, freely propagating, second harmonic shear
wave will be generated as a result of the nonlinearities at the
interface if the shear wave is obliquely incident upon the
interface.8

Some theories have been developed to describe the non-
linear phenomenon for nondissipative isotropic as well as
anisotropic solid interfaces.4,5 A nonlinear reflective coeffi-
cient is defined to estimate the efficiency of the second har-
monic generation. In this paper the angular dependence of
the nonlinear reflective coefficient is measured experimen-
tally for solid–solid and solid–air interfaces. The results are
compared with the theory. The influence of the material
properties of the refractive medium on the nonlinear reflec-
tion is also investigated. Emphasis is put on the peaks of
nonlinear reflection coefficients which appear at some inci-
dent angles. The experimental observations of the influence

of interface state on the nonlinear reflection of the SV wave
are also presented.

II. EXPERIMENTAL OBSERVATION ON NONLINEAR
GENERATION OF SHEAR WAVE AT ISOTROPIC
SOLID–SOLID INTERFACES

As mentioned above, the bulk nonlinearity does not exist
for the ultrasonic shear wave as it propagates in an un-
bounded isotropic solid under the assumption of quadratic
nonlinearity. The generation of the second harmonic SV
wave through reflection at an interface is an entirely nonlin-
ear interface effect. To understand the experiment presented
in this section, the successive approximate theory of the non-
linear reflection of shear wave at an isotropic solid-solid in-
terface is repeated briefly here. The details of the theory can
be found in Refs. 4 and 5. Then the experimental results are
presented. Some discussions are also given.

A. Brief description of the successive approximation
theory of nonlinear reflection

The coordinate system used in the calculation is shown
in Fig. 1. The XY plane is the interface of two isotropic
solids. TheZ axis is normal to the interface and directed
from incident medium~I! to refractive medium~II !. A SV
shear wave is obliquely incident to the interface in theXZ
plane. It is assumed that all variables are independent of the
y coordinate. Under the assumption of successive approxi-
mations the first-order reflection is not disturbed by the non-
linearity. Therefore, there will be reflective and refractive
longitudinal and SV waves in incident and refractive media
due to mode conversion. The propagation of all these waves
in the nonlinear media will be governed by the following
equations:

ü̃l2Cl
2¹2ũl5

1

r0
¹•F, ~1a!
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ü̃v2Cv
2¹2ũv5

1

r0
¹3F, ~1b!

whereCl andCv are the propagation velocities of longitudi-
nal and shear waves, respectively. Hereũl and ũv are the
particle displacements associated with longitudinal and shear

waves. They are related to particle displacement vectorsu by

ũl5¹•u and ũv5¹3u. ~1c!

In ~1!, F is the nonlinear force vector. Its components can be
expressed as

Fi~u!5@C441
1
4~2C1552C1121C123!#~ul ,kkul ,i1ul ,kkui ,l12ui ,lkul ,k!

1@~C112C441
1
4~2C1551C1122C123!#~ul ,ikul ,k1uk,lkui ,l !1@~C1122C441

1
2~C1122C123!#~ui ,kkul ,l !

1 1
4~2C1551C1122C123!~uk,lkul ,i1ul ,ikuk,l !1 1

2~C1121C123!uk,ikul ,l , ~2!

whereCIJ andCIJK are second- and third-order elastic con-
stants. To solve these equations by the perturbation method
of successive approximation, it is assumed that

ũl5ũl
01ũl

S1¯ , ~3a!

ũv5ũv
01ũv

S1¯ , ~3b!

whereũl
0, ũl

S , ũv
0, ũv

S are the fundamental and second har-
monic particle displacements associated with longitudinal
and shear waves, respectively. Substituting~3! into ~1! and
equating the terms of the same order, it is found that

ü̃l
02Cl

2¹2ũl
050 or ül

02Cl
2¹2ul

050, ~4a!

ü̃v
02Cv

2¹2ũv
050 or üv

02Cv
2¹2uv

050, ~4b!

and

ü̃l
S2Cl

2¹2ũl
S5

1

r0
¹•F8, ~5a!

ü̃v
S2Cv

2¹2ũv
S5

1

r0
¹3F8, ~5b!

whereul
0 and uv

0 are particle displacements of fundamental
longitudinal and shear waves, respectively. Only second-
order nonlinear terms are preserved in~2!, i.e., F85F(u0).
The solutions of~4! can be written as

ua
05Ua

0 exp@ j ~vt2kax sinua2kaz cosua!#, ~6!

whereka5v/Ca (a5 l or v) is the wave number of thea
wave mode andua is the angle of the wave propagation
direction with respect to theZ axis.

Substituting~6! into the right-hand sides of~5a! and~5b!
turns~5a! and~5b! into linear inhomogeneous equations. The
inhomogeneous terms are the second-order productions of
the fundamental longitudinal and shear waves. This means
that the particular solutions of~5a! and ~5b! correspond to
the second harmonic waves driven by the cross- or self-
actions of the fundamental waves. These second harmonic
waves are called driving waves as in Refs. 4 and 5 and can
be expressed as

gŨam
~D !5

bamUa
0Um

0

Cg
2~kam

2 24kg
2!

exp@ j ~2vt2kamx sinuam

2kamz cosuam!# ~kamÞ2kg!, ~7a!

aŨa
~D !5S Aa

sinua
x1

ba~Ua
0 !22Aa

cosua
zD exp@ j 2~vt

2kax sinuga2kaz cosua!# ~kam52ka!.

~7b!

In the expression,gŨam
(D) is the g (g5 l or v) mode second

harmonic wave driven by the cross-action of thea mode and
m (a,m5 l or v) mode fundamental waves;bam is the non-
linear parameter for the cross-action; andkam is the magni-
tude of the vectorkam which is the vector sum of two wave
vectorska andkm . Hereuam is the angle between the propa-
gation direction of thea wave mode and that of them wave
mode.aŨa

(D) is thea mode second harmonic wave driven by
the self-action of thea mode fundamental wave,Aa is the
accumulation constant to be determined, andba is the non-
linear parameter for the self-action. It is seen from~7b! that
the a mode second harmonic wave generated by the self-
action of thea mode fundamental wave exhibits spatially
two-dimensional accumulation.4,5 The general solutions of
~5a! and ~5b! correspond to the second harmonic waves
propagating freely in space and can be written as

Ũa
F5Ũa

S exp@2 j ~vt2kax sinua2kaz cosua!#. ~8!

At this point in the theory, no interface effects have been
accounted for. The origin of nonlinear effects at the interface
comes from the following fact. All the second harmonic
waves mentioned above, both driving~7a! and ~7b! and
freely propagating~8!, will generate second harmonic dis-FIG. 1. The coordinate for calculation.

502 502J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Chen et al.: Shear wave second harmonic at interfaces



placements and stresses at the interface. Also, all fundamen-
tal waves, including incident, reflective and refractive waves,
will generate second harmonic stresses at the interface
through the nonlinear Hook’s law as shown by~2!. The re-
sultant stressesP33

S ,P13
S and displacementsU3

S ,U1
S at the sec-

ond harmonic frequency should obey continuity conditions at
the interface, that is,

F U3
s,~ I !

U1
s,~ I !

1
2 jP33

s,~ I !

1
2 jP13

s,~ I !

G5F U3
s,~ II !

U1
s,~ II !

1
2 jP33

s,~ II !

1
2 jP13

s,~ II !

G at z50. ~9!

From ~7a! and ~7b! it can be found that the resonant second
harmonic driving waves exhibit spatially two-dimensional
accumulation. The spatial coordinatex will appear in Eq.~9!.

Since the boundary condition should be true for arbitrary
x, then ~9! is separated into two sets of equations as ex-
pressed as

U Al 2
~ I !

Av2
~ I !

Al 1
~ II !

Av1
~ II !

U50, ~10!

U Ul 2
s,~ I !

Uv2
s,~ I !

Ul 1
s,~ II !

Uv1
s,~ II !

U5URLV
S

RVV
S

TLV
S

TVV
S

Ukv
~ I !~Uv1

~0! !2. ~11!

In the expressions, ‘‘1’’ refers to a refractive wave and
‘‘ 2’’ refers to a reflective wave. From~10! the accumulation
constants can be determined. From~11! the amplitude of the
freely propagating second harmonic waves generated at the
interface can be calculated. To estimate the efficiency of the
interface generation of the freely propagating second har-
monic SV wave, a nonlinear reflection coefficient is defined
as

RVV
S 5

Uv2
S

kv
~ I !~Uv1

~0! !2 . ~12!

In the expression,Uv1
(0) and Uv2

S are the amplitudes of the
incident fundamental and the reflected freely propagating
second harmonic SV waves, respectively.kv

(I )5v/Cv
(I ) is the

wave number of the SV wave in the incident medium. In the
experiment reported in this articleRvv

S or Uv2
S is measured.

B. Experiments

The setup for measurement of the amplitude of reflected
freely propagating second harmonic SV waveUv2

S is shown
in Fig. 2. In the experiment glass is chosen as the incident
medium because of its negligible attenuation. Iron, copper,
and aluminum are used as refractive media. The nonlinear
reflection at the glass–air interface is also investigated. The
glass sample is shaped as an optical Dove prism. The inci-
dent angle can be changed by changing the angle of its slant
plane with respect to its base plane. The transducer is 136°-y
cut LiNbO3 plate. The transducers and glass prism as well as
glass prism and refractive medium are bonded together with
phenyl salicylate~Silo!.

The fundamental SV wave is transmitted by a transducer
with an 8-MHz center frequency and the reflected second
harmonic SV wave is detected by a transducer with 16-MHz
center frequency. The receiving transducer still responds to
the 8-MHz fundamental wave. Thus, the amplitude of the
incident wave can be monitored. Since the transducers are
not calibrated, only the voltage proportional to the amplitude
is measured in the experiment. The measured results for the
interfaces of glass–iron, glass–copper, glass–aluminum, and
glass–air are shown in Fig. 3. In the figure the horizontal
axis is the incident angle, and the vertical axis is the voltage
ratio of the second harmonic to the square of the fundamen-
tal wave, which is proportional to the nonlinear reflection
coefficient defined by~12!. From the figure it is observed
that peaks of the second harmonic amplitude appear at some

FIG. 2. The setup for measuring the nonlinear reflective SV wave on the
isotropic solid–solid interface.

FIG. 3. The experimental results for glass–air, glass–iron, glass–copper,
and glass–aluminum interfaces.

TABLE I. Material parameters used in calculation of the nonlinear reflec-
tion coefficient.

r (103 Kg/m3) C11 ~GPa! C44 ~GPa! C113 ~GPa! C155 ~GPa!

Glass 4.5 61.9 22.3 40 90
Iron 7.7 284 84 2340 2760
Copper 8.38 168 37.3 2571 2509
Aluminum 2.77 107.9 26.4 2670 2395
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incident angles. To understand this, the nonlinear reflection
coefficient is calculated based on the theory given in Sec.
II A. The material parameters used in the calculation are
listed in Table I. The calculated results are shown in Fig. 4.
From Fig. 3, it is noticed that a large value appears at the
incident angle of 32° for all four interfaces. Comparing the

results with Fig. 4, it is found that the incident angleuv
satisfies the following equation:

sinuv5A9kl
22kv

2

8kv
2 . ~13!

FIG. 4. ~a! The calculated result for glass–air interface.~b! The calculated result for glass–iron interface.~c! The calculated result for glass–copper interface.
~d! The calculated result for glass–aluminum interface.
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Herekl , kv are the wave numbers of longitudinal and shear
waves in the incident medium. At this incident angle, the
resonant condition of cross-action between incident SV wave
and reflected longitudinal wave

ukVI
~ I !1kLR

~ I ! u52kl
~ I ! ~14!

is satisfied. HerekVI
(I ) and kLR

(I ) are the wave vectors of inci-
dent SV and reflected longitudinal waves. Under the resonant
condition, the driving wave formed by the cross-action be-
tween incident SV wave and reflected longitudinal wave@see
Eq. ~7b!# will exhibit spatial accumulation.4,5 This is the rea-
son for the appearance of the maxima.

The calculation also gives peaks which appear near the
critical angles of the refractive longitudinal wave, the reflec-
tive longitudinal and the refractive SV waves. Since the criti-
cal angle of the reflective longitudinal wave is independent
of the refractive medium and is equal to 37° for glass, the
peaks near the incident angle are observed in the experiment
for all four interfaces, as shown in Fig. 3. For the glass–
aluminum interface, the latter two critical angles, i.e., those
of refractive longitudinal and refractive SV waves, are 21°
and 46°, respectively. For the glass–iron interface, these
critical angles are 21.5° and 42.4°, respectively. Since there
is no glass prism with an angle less than 30° in the present
experiment, the experimental observation cannot be con-
ducted for incident angles less than 30°. Hence the peaks
expected near the angles of 21° and 21.5° are not observed.
For the same reason the peaks near 46° and 42.4° are not
observed unambiguously in the experiment. However, the
tendency for the peak to appear near these angles can be seen
in Fig. 3. For the glass–copper interface, there is no critical
angle of the refractive SV wave; the critical angle of the
refractive longitudinal wave is 30°. In Fig. 4~c!, it is ob-
served that the peak near the critical angle for the refractive
longitudinal wave is obscured by the peak at the resonant
angle.

The fact that peaks appear in the vicinity of the critical
angles has physical reasons. When the incident angle is
larger than the critical incident angles, the scattering waves
become evanescent. With the increase of angle, the penetra-
tion depth of the evanescent waves decreases, and the energy
density at the interface increases. On one hand, the high en-
ergy density at the interface can cause strong generation of
the reflective second harmonic SV wave. On the other hand,
the linear reflection and refraction coefficients decrease with
the increase of the incident angle. As a result, the amplitudes
of these fundamental waves decrease. To balance these two
effects, the peaks do not appear at the critical angles exactly,
but in the vicinity of the critical angles. For example, for the
glass–iron interface the peak near the critical angle of the
refractive SV wave does not appear at the angle of 42.4°, but
at the angle of 47°.

The calculation shows that the magnitude of the peaks in
the vicinity of the critical angles is mainly determined by
nonlinear characteristics of the incident or refractive media,
and the position of the peaks is determined by linear charac-
teristics of the media.

A numerical simulation can be performed: One keeps
the SOE of iron unchanged and increases the TOE of iron by

100 times. The calculated result is shown in Fig. 5~a!. Com-
paring Fig. 5~a! with Fig. 4~b!, it is observed that the peaks
of the amplitude of the reflective second harmonic wave are
in the same location, but the magnitude of the peaks in the
vicinity of the critical angles of refractive SV and longitudi-
nal waves increases prominently. The peak value near the
critical angle of the reflective longitudinal wave is almost
unchanged. The result shows that the magnitude of the peaks

FIG. 5. ~a! The calculated result for glass–iron interface when one keeps the
SOE of iron unchanged and increases the TOE of iron by 100 times.~b! The
experimental results for glass-rock Interface
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in the vicinity of the critical angles of refractive SV and
longitudinal waves mainly depends on the nonlinear charac-
teristics of the refractive medium and the peak value near the
critical angle of the reflective longitudinal wave is mainly
determined by the nonlinear characteristics of the incident
medium. The materials used in this experiment have similar
nonlinear properties. So, the magnitude of the peaks does not
differ by much. The experiment is repeated with a glass–
rock interface. It is reported that rocks exhibit extremely
strong nonlinearity.10 The measured angular dependence of
the amplitude of the nonlinear reflective SV wave is shown
in Fig. 5~b!. It is observed that strong nonlinear reflection
appears in some incident angles even though the attenuation
of rocks for ultrasonic waves is extremely large.

III. OBSERVATION OF THE INFLUENCE OF
INTERFACE STATE ON NONLINEAR REFLECTION OF
THE SV WAVE

The generation of freely propagating second harmonic
SV waves is an interface effect and is strongly dependent on
the linear and nonlinear properties of the media which com-
pose the interface. Thus it is anticipated that the bonding
state of the interface will affect the effect. In this section, two
experiments are described which demonstrate these influ-
ences.

A. The influence of the state of the coupling agent on
the nonlinear reflection of the SV wave

The setup for doing the experiment is the same as shown
in Fig. 2. The incident medium is glass and the refractive
medium is copper. The incident angle is 31°. As before, glass
and copper are bonded together with Silo. The bonding pro-
cedure is usually as follows. First one puts Silo powder onto
the surface of the sample copper and heats it until the Silo

melts completely~about 40 °C!. Then the glass prism is
placed on the copper sample. They are pushed together and
cooled until the Silo is recrystallized entirely. In this way a
good acoustical bond between glass and copper is usually
attained. Under this condition, the observed echo trains of
linear and nonlinear reflective SV waves are shown in Fig. 6.
In the figure the upper trace stands for the linear reflection
~fundamental! and the lower trace for the nonlinear~second
harmonic! reflection.

If the assembly of glass–copper is heated by 70 °C water
beneath the copper sample, the coupling agent will be heated
slowly and melted gradually. During this process, the ampli-
tude of the reflective SV wave is monitored. It is found that
the amplitude of the nonlinear reflective SV wave increases.
When the coupling agent is melted entirely, the amplitude of
the nonlinear reflective SV wave increases to a maximum, as
shown in Fig. 7. Comparing Fig. 6 with Fig. 7, it is found
that the amplitude of the nonlinear reflective SV wave in-
creases three to four times, while the amplitude of the linear
reflective SV wave does not change appreciably. When the
hot water is removed and the Silo is cooled and recrystal-
lizes, it restores the original state as given in Fig. 6.

FIG. 6. The observed signals when Silo is recrystalized entirely.

FIG. 7. The observed signals when Silo is melted entirely.

FIG. 8. The setup for measuring the nonlinear reflective SV wave on glass–
PZT interface when PZT is vibrating.

FIG. 9. The spectrum of the reflective fundamental SV wave when the PZT
is not vibrating.
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B. The influence of the vibrating interface on the
nonlinear reflection of the SV wave

The glass prism and PZT ceramic plate are bonded to-
gether in this experiment. The thickness of the ceramic plate
is 0.5 cm, and the corresponding resonant frequency of the
thickness-longitudinal vibration is 488.5 KHz. The setup for
this experiment is shown in Fig. 8. When the ceramic plate is
set to vibrate, it is observed that the nonlinear reflective SV
wave becomes amplitude modulated. The modulation fre-
quency is the resonant frequency of the PZT plate.

To show the modulation phenomenon, the signal output
from the receiver transducer is analyzed by a frequency spec-
trum analyzer. When the PZT plate is vibrating it is seen that
side lobes of6488.5 KHz appear on both sides of the main
lobe of the second harmonic frequency; the main lobe has no
changes, as shown in Figs. 9 and 10. It is also observed that
the degree of modulation increases with the increase of am-
plitude of the PZT plate. No modulation has been observed
for the linear reflective SV wave.

From the two experiments described here, it is found
that the nonlinear reflection of the SV wave is more strongly
dependent on the bonding state of the interface than the lin-
ear reflection of SV waves. The theoretical explanation for
the effects has not been developed.

IV. CONCLUSIONS

The interface generation of the second harmonic SV
wave is experimentally investigated. Some of the peaks of
the nonlinear reflective coefficientRVV

S predicted by the suc-
cessive approximation theory are observed in the experi-

ments. However, the magnitude of the peak is lower than
that predicted by theory. The first reason for this may be that
the dissipation of the refractive medium is ignored in the
theoretical calculation. The second reason may be that the
theoretical calculation assumes plane waves, while the ex-
periment is carried out by using an almost collimated beam.
The modification to the theory by taking the dissipation of
the refractive medium into account is just under way. It will
be reported later. The modification to the plane wave has not
been done.

In the investigation reported here it is found that the
amplitude of the nonlinear reflective SV wave reaches a con-
siderable value at some incident angles. Moreover, the mag-
nitudes of some amplitude peaks mainly depend on the non-
linear properties of the refractive medium. This result
suggests developing an interface method to determine the
third-order elastic constants of materials, including the ma-
terials with high attenuation if the dissipation of medium can
be included in the theory. It is also observed in the experi-
ment that the interface state has a pronounced influence on
the second harmonic generation at the interface. Therefore
this result may find applications in the development of non-
linear acoustic methods for nondestructive evaluation of ma-
terials, such as the evaluation of bonding strength of com-
posite materials.
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In this article a sphere is taken to be partially filled with fluid so that its interior is part fluid and part
air. A set of basis of functions, based upon an origin at the fluid/air interface, is used for the interior
and a set of basis functions based upon the center of the sphere is used for the shell and exterior of
the sphere. These sets of basis functions are coupled at the shell/interior interface and the resulting
coupled system of equations solved to yield the scattered field. Numerical computations using this
approach are presented for varying amounts of fluid-fill and for varying incident plane waves.
@DOI: 10.1121/1.1339827#

PACS numbers: 43.30.Gv, 43.40.Fz@DLB#

I. INTRODUCTION

The modeling of acoustic scattering from an elastic-
shelled sphere, either evacuated or filled, has been studied
previously by a variety of authors.1–4 In this article we de-
scribe an approach to modeling scattering from a partially
filled elastic-shelled sphere. A schematic of a partially filled
sphere is shown in Fig. 1. The partially filled interior intro-
duces two interesting effects:~1! the monostatic scattering is
no longer symmetric as a function of the angle off vertical
and~2! there is an additional flat interface within the interior
of the sphere which can cause enhanced scattering.

We start by assuming that the theory for scattering from
a sphere with a homogeneous interior is well understood.
The case of a partially filled sphere is then considered. The
standard spherical harmonic series is assumed for the shell
and exterior of the sphere. Another basis set~constructed
from spherical harmonics! based with respect to the center of
the interior air/water interface is used for the interior. These
two basis sets are then coupled through the continuity equa-
tions at the shell/interior interface. Since these interface
equations have an infinite number of coupled terms, they
must be truncated in order to yield a numerically solvable
system. Hence, unlike the standard spherical scattering prob-
lem it is not possible to write down an explicit numerical
solution for the various functional coefficients in terms of
simple determinants.3,4

From the derived set of scattering equations, numerical
computations are performed showing the spectral character-
istics for various amounts of fluid~we consider water! and
corresponding pulse computations. These computations are
done for a plane wave incident along thez axis. We conclude
with a computation of the monostatic scattering strength as a
function of the off-axis angle for a fixed amount of fill and
fixed frequency.

II. THEORY

Let us first consider the case of a plane wave incident
along thez axis so that the wavefield solution possesses azi-
muthal symmetry. We use the spherical coordinate system
~R,u,f! where R is the three-dimensional radius,u is the

angle measured from thez axis andf is the projection of the
position vector in thex-y plane. Then we can write for the
particle displacementuW that

uW 52¹F1¹3CW , ~1!

where F is a scalar compressional potential andCW is the
vector shear potential. We will take

CW 5¹3~ êrC!. ~2!

Our basic building block for bothF andC is the solution to
the Helmholtz equation in spherical coordinates:

Pn
m~cosu! f n~kR!eimf, ~3!

wherePn
m are the Legendre polynomials,f n(kR) is either a

spherical Bessel or Hankel function of ordern, andk is the
wave number depending upon the medium and the wave type
~i.e., compressional or shear!. Now for the sphere~shell and
a homogeneous interior! and the exterior surrounding fluid,
at a fixed azimuthal orderm, the unknown potentials can be
expressed as a sum over the components with the indexn
>m, thenth components having the form

Fe5a1
nhn~ke

pR!Pn
m~cosu!, ~4!

Fsh5~a2
nhn~ksh

p R!1a3
nj n~ksh

p R!!Pn
m~cosu!, ~5!

Csh5~a4
nhn~ksh

s R!1a5
nj n~ksh

s R!!Pn
m~cosu!, ~6!

F in5a6
nj n~kin

p R!Pn
m~cosu!. ~7!

Here we have used the notation thate denotes exterior,sh
denotes shell andin denotes the interior. There are thus six
unknown coefficients (ai

n) and there are eight conditions to
be satisfied~four at the outer and four at the inner interface!,
namely, for example, at the inner shell/interior interface:

ur
sh5ur

in , ~8!

s rr
sh5s rr

in , ~9!

s ru
sh50, ~10!

s rf
sh50. ~11!

However, some analysis shows that the fourth equation is
satisfied if the third equation is satisfied; hence we only use
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the first three equations at each interface. At the shell/interior
interface~and also at the exterior interface! we can write any
of the equations~8!–~11! in the generic form~truncated at
n5N!,

(
n5m

N

cnPn
m~cosu!5 (

n5m

N

dnPn
m~cosu!, ~12!

where the right-hand side may, in fact, be equal to zero. In
Eq. ~12! the coefficientscn anddn represent all the nonazi-
muthal terms at order~m,n! lumped together, including vari-
ous combinations of Bessel and Hankel functions and their
derivatives and the unknown coefficientsai

n of Eqs.~5!–~7!.
The equations fors ru in fact involve the derivatives of the
Legendre polynomials, but this condition can be integrated
with respect tou to yield the equivalent condition in terms of
Pn

m(cosu).
For a shelled sphere with a homogeneous fluid interior,

one just equates each term in Eqs.~8!–~10! at the shell/
interior interface@which are of the form of Eq.~12!# to yield
three of the equations of a 636 system for each ordern ~the
other three equations come from the exterior water/shell in-
terface!. However, below where we consider the interior not
to be homogeneous with respect tou ~i.e., there is an interior
water/air interface!, we will see that it is no longer possible
to just simply equate terms in the series solution.

Let us now consider the interior of the sphere to be
partially filled with fluid (uc,u,p) and, as an example,
consider in detail Eq.~9!. For the unfilled portion we set
s rr 50. Foruc,u,p the interior is fluid with parametersc1

and r1 . Within this fluid we consider an expansion based
upon the center of the fluid/air interface~the coordinateũ
5p/2 along the interface!; in particular, for themth azi-
muthal order, we use the expansion for the interior, fluid
compressional potential

F f5 (
n5m

N

a6
nj q~n!~kR̃!Pq~n!

m ~cosũ !, ~13!

whereq[m12(n2m11)21 and thea6
n are the expansion

coefficients@of the form of Eq.~7!# to be determined. The
integer q represents the odd indicies after the first index
which is n5m ~for example, form50, q51,3,5,7, etc.!.
Substituting the expressionq[m12(n2m11)21 into the
relation that

Pq
m~0!}cosS p

2
~q2m! D , ~14!

we find that with this choice ofq, Pq
m(cosũ)50 for ũ5p/2

and thus the boundary conditionF f50 is automatically sat-
isfied at the fluid/air interface.

In Eq. ~13! the coordinatesR̃ and ũ represent the radius
and the polar angle based upon the origin at the center of the
fluid/air interface (z5zI) and are given by

R̃~u![AR2 sin2 u1~R cosu2zI !
2 ~15!

and

ũ~u![cos21S R cos2zI

AR2 sin2 u1~R cosu2zI !
2D , ~16!

whereR[a along the shell/interior interface.
Now consider the equation fors rr at the inner interface.

We have that

05 (
n5m

N

~ t~n!11t~n!21t~n!21t~n!31t~n!4!Pn
m~cosu!,

~17!

(
n5m

N

2r1v2a6
nj q~n!~kR̃!Pq~n!

m ~cosũ !

5 (
n5m

N

~ t~n!11t~n!21t~n!31t~n!4!Pn
m~cosu!, ~18!

where Eq.~17! is valid in the angular range 0,u,uc and
Eq. ~18! in the rangeuc,u,p. The functionst(n) i repre-
sent the terms involving the shear and compressional poten-
tials in the shell for the spherical Bessel functionsj n andhn .
We now multiply Eq.~18! by sin(u)Pn

m(cosu)nn , wherenn is
a normalizing factor, and integrate with respect tou to obtain

~ t~n!11t~n!21t~n!31t~n!4!5 (
n5m

a6
nSnn , ~19!

where

Snn[2r1v2nnE
uc

p

Pn
m~cosu! j q~n!~kR̃~u!!

3Pq~n!
m ~cosũ~u!!sinudu. ~20!

We will not list all the coefficientst(n) i , their basic form
can be found in the elastic equations for a shelled sphere~or
as entries in the determinant of the system of equations! ~see,
for example, Refs. 3 and 4!, but as an example we have

t~n!25F22n
~n11!

R S 2
1

R
j n~ksh

s R!1 j n8~ksh
s R! D Ga5

n ,

~21!

whereR is evaluated atR5a anda5
n is the coefficient in Eq.

~6!.
Similarly, for the radial displacementuR we have from

Eq. ~8!

FIG. 1. A schematic of the cross-section of a partially filled shelled sphere.
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(
n5m

N

~s~n!11s~n!21s~n!31s~n!4!Pn
m~cosu!

5 (
n5m

N
]

]R
~ j q~n!~kR̃!Pq~n!

m ~cosũ !!,

uc,u,p, ~22!

wheres(n) i are the expressions for the four shell potential
terms. Our approach is to multiply both sides of Eq.~22! by
Pk

m(cosũ(u))sin(ũ(u))]ũ/]u and integrate with respect tou
wherek corresponds to one of the possible values ofq. Then
we obtain

(
n5m

N

~s~n!11s~n!21s~n!31s~n!4!Tnn
m 5 (

n5m

N

Qnn
m ,

~23!

where

Tnn[E
uc

p

Pq~n!
m ~cosũ~u!!Pn

m~cosu!sinũ~u!
dũ

du
du,

~24!

Qnn[E
uc

p

Pq~n!
m ~cosũ~u!!

]

]R
@Pq~n!

m ~cosũ~u!!

3 j q~n!~kR̃!#sinũ~u!
dũ

du
du. ~25!

Once again the general form of the coefficients can be found
in Refs. 3 and 4, but as an example:

s~n!25F2
1

R
n~n11! j n~ksh

s R!Ga5
n , ~26!

whereR is evaluated atR5a.
In summary, for a fixed azimuthal orderm, we takeNin

unknown coefficients for the interior solution andN coeffi-
cients for each of the shell potentials and the exterior poten-
tial, obtaining a coupled (5N1Nin)3(5N1Nin) system of
equations, with two of the continuity conditions at the inner
interface providing the coupling mechanism. The condition
Eq. ~10! reduces to the standard noncoupled equation for the
shell coefficients.

We now discuss an efficient method to compute the cou-
pling integrals; the integralsTkn are computed numerically
and are independent of frequency. Thus they need to be com-
puted only once if one is doing multiple frequency compu-
tations. The other integrals,Skn and Qkn , do depend upon
frequency through the termj q(kR̃) and thus it is advanta-
geous to reexpress these integrands in terms of azimuthal~u!
terms which are frequency independent and frequency terms
which do not depend uponu; then the various azimuthal
integrals need to be computed only once for multi-frequency
computations. In order to reexpress these integrals we use the
expressions for the translation of origins in spherical coordi-
nate systems,5,6

j q~kR̃!Pq
m~cosũ !5 (

n5m

`

Cq,n
m j n~kR!Pn

m~cosu!, ~27!

where

Cq,n
m 5~2n11! (

p5uq2nu

q1n

wp~2p11!~2 i !pj p~kh!

3 i q2n~21!m, ~28!

h is the vertical separation between the two origins andwp is
the product of Wigner-3j coefficients,

wp5S q n p

0 0 0D S q n p

m 2m 0DA~q2m!! ~n1m!!

~q1m!! ~n2m!!
.

~29!

References 5 and 6 use this type of representation for scat-
tering from a pair of spheres; Lim7 has also used the Wigner-
3 j representation to simplify his integrals for scattering in a
multilayered acoustic medium. If the vertical offset of the
center of the sphere from the origin is negative, then the
result of Eq. ~28! is multiplied by (21)q1n. Using these
relationships in the definitions of Eq.~25! the various angu-
lar projection integrals can be expressed in terms of integrals
which are independent of frequency. Thus, once again, these
integrals are computed once and then repeatedly used in
multiple-frequency computations.

III. NUMERICAL EXAMPLES

For the first example, a plane wave is incident on a
sphere of radius 0.25 m with a 6-mm steel shell. The plane
wave travels vertically along thez axis. Due to the azimuthal
symmetry of the problem it is only necessary to compute the
m50 term of the solution. The level of the water fill in the
sphere is varied as a fraction of the inner radiusRa

50.244 m. The plane wave is incident from the bottom so
that it is initially incident upon the water in the sphere before
encountering the water/air interface. Numerically, we inves-
tigated using different numbers of spherical harmonics in the
computations. For the exterior and shell harmonics, the for-
mula N51.5ka was used with a minimum number of eight
harmonics used. This means that until approximately 5 kHz,
8 harmonics are used and this is increased linearly to 15
harmonics at the frequency of 10 kHz. For the interior basis
functions it was found that for negative values ofh ~for those
cases where the fraction of water fill is less than one-half! it
was advantageous to useNin5N/2 functions~one could use
Nin5N, but for some frequencies there seemed to be nu-
merically unstable results due to poor conditioning of the
system of equations!. It makes physical sense that less basis
functions should be used for the case of small fractional fill
since in this case the length of the water/shell boundary is
relatively small. For values of fill greater or equal to one-
half, the full numberN was used~at a fraction of one-half,
essentially the same results are obtained using eitherNin

5N or Nin5N/2!. As a check of the numerical accuracy of
the method, we can consider the case ofh5Ra in which case
the sphere is completely full of water. In Fig. 2 we show the
resulting spectra as computed using the coupled-mode ap-
proach ~solid! and using a standard harmonic expansion3,4

for a fluid-filled sphere~dashed!. In this computation a re-
ceiver is located in the backscatter direction, 10 m from the
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center of the sphere. As can be seen the agreement is excel-
lent. This is rather remarkable as the interior expansion for
the coupled-expansion method is based upon an origin at the
very top of the sphere. In Fig. 3 we show the resulting spec-
tra for the backscattered energy starting withh520.75Ra

and ending withh50.75Ra in steps of 0.25Ra . The first
curve corresponds to the interior being almost empty and the
last case to it being almost full. As the fill approaches the
one-half fraction, it can be seen that the spectral levels for
the higher frequencies increases significantly; this is due to
the growing size of the water/air interface within the sphere.
There is also a shifting of the resonance peaks in the 1–2
kHz range. At theh50.75Ra value a resonance peak can be
seen at aboutf 5800 Hz; although not shown in Fig. 3 this
feature can be tracked for fill values less than this~e.g., h
50.6Ra and starts to disappear as the sphere is filled more!.

In Fig. 4 the corresponding time series for an incident 4-kHz
Ricker pulse are shown. The incident pulse is still a plane
wave but with a Ricker pulse shape in the time domain. The
time seriesp(t) is computed from the multi-frequency spec-
trum S(v) using Fourier synthesis; in particular,

p~ t !52RH(
vk

S~v!R~v!DveivktJ , ~30!

andR(v) is the source spectrum,

R~v![v2 exp~2v2/vc
2!A2p

vc
, ~31!

where in our examplevc52p4000. An important feature in
Fig. 4 is that the strongest reflection comes from energy
propagating in the sphere, hitting the water/air interface and

FIG. 2. A comparison between the exact~dashed! and
computed ~solid! spectra for the totally water-filled
sphere.

FIG. 3. The backscattered spectra as a function of fluid-
fill: top curve is h520.75Ra and bottom curve ish
50.75Ra ~varying from nearly empty to nearly full in
steps of 0.25Ra!. The wave is incident from below~i.e.,
strikes water interior first!.
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reflecting out. The amplitude of this reflection grows until
h50 or h50.25Ra . This is reasonable as in this case the
surface area of the water/air interface increases untilh50.

These computations are now repeated but for the plane
wave incident from above, thus encountering the air-backed
shell first. This is significantly different from the previous
case in the sense that the incident wave cannot initially
propagate in the interior of the sphere. The spectra for the
various levels of fill and the corresponding time series are
shown in Figs. 5 and 6. The top curves are for little fill (h
520.75Ra) or equivalently for a large fraction of air. There
is a noticeable variation in the spectra and time series as the
amount of fill is changed, but there is no very large reflection
from the water/air interface within the sphere as there was
for the first set of curves~Figs. 2 and 3!.

Finally, we consider a fixed frequency of 4 kHz, a fixed
amount of fill ~h50 or the sphere is half-filled! and the
monostatic scattering angle is varied; in this case it is neces-
sary to compute the solution for varying values ofm. For a
sphere, totally fluid-filled or totally air-filled the scattering
plot should be independent of the polar angle. However, as
can be seen in Fig. 7, the polar plot for the half-filled case
has a strong angular dependence.

IV. SUMMARY

It has been shown that the acoustic field scattered by a
partially filled elastic-shelled sphere can be computed using
a dual set of basis functions for the interior of the sphere and
the shell and exterior of the sphere. The computations

FIG. 4. The time series corresponding to the spectra of
Fig. 3 for an incident 4-kHz Ricker pulse.

FIG. 5. The backscattered spectra as a function of fluid-
fill: top curve is h520.75Ra and bottom curve ish
50.75Ra ~varying from nearly empty to nearly full in
steps of 0.25Ra!. The wave is incident from above~i.e.,
strikes air interior first!.
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showed that partial fill could increase the target strength of
the sphere for higher frequencies as the interior fluid/air in-
terface became an increasingly strong scattering surface for a
plane wave incident upon the fluid-fill. When the plane wave
is incident upon the air-filled side, this effect is not so evi-
dent as the incident wave cannot propagate through the first
part of the interior. The computations also showed how par-
tial fill of the sphere makes the target scattering strength
significantly angularly dependent.
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FIG. 6. The time series corresponding to the spectra of
Fig. 5 for an incident 4-kHz Ricker pulse.

FIG. 7. A polar plot of monostatic backscattering level~receiver is 10 m
from the sphere center! as a function of polar angle for a frequency of 4 kHz
and the sphere is half-filled.
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In this article the accuracy of geo-acoustic and geometric parameter estimates obtained through
matched field inversion~MFI! was assessed. Multi-frequency MFI was applied to multi-tone data
~200–600 Hz! received at a 2-km source/receiver range. The acoustic source was fixed and the
signals were received at a vertical array. Simultaneously with the acoustic transmissions, a CTD
~conductivity, temperature and depth!-chain was towed along the acoustic track. A genetic
algorithm was used for the global optimization, whereas a normal mode model was applied for the
forward acoustic calculations. Acoustic data received at consecutive times were inverted and the
stability of the inverted parameters was determined. Also, the parameter estimates were compared
with independent measurements, such as multi-channel seismic surveys~for geo-acoustic
parameters!. The obtained uncertainty in the inversion results was assumed to have two distinct
origins. The first origin is the inversion method itself, since each optimization will come up with
some solution close to the exact optimum. Parameter coupling and the fact that some parameters
hardly influence the acoustic propagation further contribute to this uncertainty. The second is due to
oceanographic variability. Both contributions were evaluated through simulation. The contribution
of oceanographic variability was evaluated through synthetic inversions that account for the actual
sound speed variations as measured by the towed CTD-chain. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1339828#

PACS numbers: 43.30.Pc, 43.60.Pt, 43.30.Ma@DLB#

I. INTRODUCTION

Matched field inversion~MFI! is a technique for obtain-
ing information on unknown parameters that influence the
propagation of sound underwater. When employing MFI, a
measured acoustic field is compared with acoustic fields that
are calculated by a propagation model for many sets of un-
known parameters. Since the number of possible parameter
combinations is huge and there are many local optima, glo-
bal optimization methods are needed for guiding the search
for the set of unknown parameters that gives the optimum
match between measured and calculated acoustic fields. An
important application of MFI is geo-acoustic seabed param-
eter estimation.

An important issue to be addressed is the accuracy of the
parameter estimates. In general, performing several indepen-
dent inversions for the same acoustic field can result in dif-
ferent estimates for the unknown parameters. This uncer-
tainty in parameter estimates is partly due to the optimization
method, as global optimization methods often do not deter-
mine the exact optimum, but a solution close to it. The re-
sulting variation in parameter estimates is dependent on their
influence on the acoustic propagation. For the parameters

that hardly influence the acoustic propagation the variation in
parameter estimates will comprise a large part of the param-
eter search space, whereas for the parameters that have a
strong influence on the acoustic propagation the variation
will be small. Also, the fact that there can be correlations
between the unknown parameters contributes to the uncer-
tainty. These two above-mentioned factors can result in op-
timized parameter values that deviate from the actual param-
eter values. However, the agreement between optimized and
measured acoustic fields can still be high. By adapting the
optimization method the uncertainties due to the above-
mentioned factors can be reduced. For example, a local
search method can be applied after convergence of the global
search.1 In the following we will denote the uncertainties in
parameter estimates that result from these two mechanisms
as the uncertainties caused by the method itself.

When inverting for unknown parameters and using ex-
perimental acoustic fields that were measured at different
times, the temporal variability of the oceanographic condi-
tions can result in additional uncertainties in parameter
estimates.2 If the sound speed profile in the water column
varies with time and if one does not account for these varia-
tions in the inverse modeling, this can result in parameter
estimates that also vary with time. In this case, the optimized
parameter value is such that it corrects for the difference
between the actual sound speed profile and the sound speed
profile that is used for the forward model calculations. The
effects of the varying oceanographic conditions can directly

a!Portions of the work in this paper were presented in ‘‘An evaluation of the
accuracy of shallow water broadband inversion results,’’ Proceedings of
the fifth European Conference on Underwater Acoustics, France, Lyon,
2000.

b!Electronic mail: snellen@fel.tno.nl
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be seen in the acoustic data, as these variations result in
changes in the propagation conditions and consequently
varying ~in time! received signals. This contribution to the
uncertainty can, at least in principle, be eliminated when the
sound speed structure between source and receiver is known
exactly at the time of each transmission. However, under
practical experimental conditions this is rather cumbersome.

Matched field inversion results are presented for experi-
mental data that are obtained during the ADVENT99 sea
trial. This sea trial was conducted by SACLANT Centre and
TNO-FEL on the Adventure Bank, South of Sicily, in April/
May 1999.3 Several experiments were carried out during
ADVENT99. The analysis presented in this article deals with
data that were acquired during experiments with both the
source and the receiver at a fixed position. The goal of these
experiments was to obtain data for a fixed geometry over an
extensive period of time. During these experiments many
measurements were also carried out to obtain information on
the ocean environment. These environmental measurements
included conductivity, temperature and depth~CTD! casts
and waverider measurements. Further, a CTD-chain was
towed along the acoustic track, giving more detailed infor-
mation on the sound speed structure. Also, an extensive seis-
mic survey was carried out, thereby obtaining independent
geophysical information on the seabed. For the survey use
was made of a multi-channel streamer, which allows for the
estimation of, in addition to the ocean bottom layering, the
sound speeds of the layers.

The main goal of this article is to assess the uncertainties
in parameter estimates obtained through MFI using experi-
mental data. The uncertainty that is due to the method itself
is estimated by simulation, i.e., by performing inversions of
synthetic data, and it is demonstrated that for some param-
eters the uncertainty can thus largely be explained. The
CTD-chain data are used to show that the remaining uncer-
tainties originate from oceanographic variations in the water
column.

This article is organized as follows: in Sec. II the
ADVENT99 sea trial is presented and an overview of the
acoustic and environmental data is provided. The inversion
problem, comprising the forward acoustic model and the op-
timization method, is described in Sec. III. In Sec. IV the
inversion results are presented and the parameter estimates
and their uncertainties assessed.

II. THE ADVENT99 EXPERIMENT

A. Acoustic measurements

A large part of the ADVENT99 sea trial comprised
acoustic experiments with both the source and the receiver at
a fixed position. These fixed geometry experiments were
conducted for source/receiver ranges of 2, 5, and 10 km.

In this article we only consider data of the 2-km experi-
ment. The position of the source during this experiment was
37° 17.9668 N, 12° 15.5888 E. The receiving system was
positioned at 37° 17.8838 N, 12° 14.2078 E. This experiment
took place on 2 May 1999 from 12:37 to 20:17 UTC time.

The source used for the acoustic transmissions was
mounted on a tower that was moored on the sea bottom for

keeping it at a fixed position. The Nato Research Vessel
~NRV! ALLIANCE was connected to the source by a power
supply cable and therefore had to remain close to the source,
but at a sufficient distance~a few hundred meters! to reduce
risk of damage. Consequently, CTD casts could not be car-
ried out very close to the source. The receiving system con-
sisted of a vertical array~VA !, containing 64 elements and
spanning 62 m of the water column. The signals received on
the VA were sent directly to the data acquisition system on
board NRV ALLIANCE by radio link. In Fig. 1 a schematic of
the experimental configuration is shown.

Both low-frequency~200–700 Hz! and high-frequency
~800–1600 Hz! multi-tones and linear frequency modulated
~LFM! sweeps were transmitted. In this article only the low-
frequency multi-tones are considered. Snapshots of 2 s were
selected from the received time series and were fast Fourier
transformed into the frequency domain. The resulting com-
plex pressures as a function of depth are further referred to as
‘‘pressure fields.’’ The magnitudes of 41 pressure fields are
displayed in Fig. 2 for the frequencies 200, 300, 400, and
600 Hz. These 41 pressure fields were used in the inversions.
The corresponding data were transmitted at 15-min intervals,

FIG. 1. The configuration of the fixed geometry experiments.

FIG. 2. Absolute values of the measured pressure fields as a function of
UTC time for the frequencies 200, 300, 400, and 600 Hz.
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spanning the total duration of the 2-km experiment~about 8
h!. The figure clearly shows the variability in the received
acoustic fields. The set of data considered in this article is
thus suitable for the purpose of investigating the contribution
of water column variability to uncertainties in the parameter
estimates. Note that the variability in the received signals
increases with increasing frequency.

Also illustrative is to determine a quantitative measure
for the variability in the received signals. For this quantita-
tive measureMi j we have used the correlation between pres-
sure fieldspW i andpW j

M i j 5upW i•pW j* u ~1!

with ‘‘ •’’ indicating the inner product and ‘‘* ’’ denoting the
complex conjugate. The pressure fieldspW i andpW j are normal-
ized such that their norm equals one, i.e.,ipW i i5ipW j i51.
Figure 3 shows, for the four frequencies, the correlation for
all possible combinations of received pressure fields. Note
that along the diagonal a pressure field is correlated with
itself, resulting in a value of one for the correlation. Moving
away from the diagonal shows, on the whole, a decrease in
correlation, as moving away from the diagonal corresponds
to an increase in time span between two transmissions. As
with Fig. 2, Fig. 3 also clearly shows increasing variability
with increasing frequency. Since the signal-to-noise ratio
was high~at least 20 dB!, the structure seen in Fig. 3 at 300
Hz and higher must be due to variations in oceanographic
conditions and possible variations in the tilt of the vertical
array ~see Sec. IV A 2!.

B. Ocean environmental measurements

1. CTD measurements

From the NRV ALLIANCE a few CTD casts were taken.
Figure 4 shows the corresponding sound speed profiles
~ssp’s!. From this figure it can be seen that there is a minor
sound speed variation over the water depth~1509–1513
m/s!. The ssp plotted as a solid line corresponds to the CTD

taken 17 min prior to the 2-km fixed geometry experiment.
No further CTD casts were carried out from ALLIANCE dur-
ing this experiment.

2. CTD-chain measurements

During the acoustic experiments a CTD-chain was
towed back and forth over the acoustic track by the Italian
Navy Ship~INS! Ciclope ~see Fig. 1!. From the CTD-chain
measurements the sound speed as a function of depth in the
water column was determined along the acoustic track. The
tracks along which the CTD-chain measurements were done
have a length of about 8.8 km. Figure 5 presents the water
sound speeds, calculated from the CTD-chain measurements
that were carried out during the time slot of the 2-km fixed
geometry experiment. In order to provide a complete impres-
sion of the oceanographic variability encountered during the
experiment, we present the CTD-chain data for the full
8.8-km track. The 2-km acoustic track is indicated in the
figures by the vertical solid lines. As the tow ship is moving,
both time and position are different for succeeding CTD-
chain measurements. Hence, these figures do not represent
time frozen sound speed structures that can be used directly
as input to a~range-dependent! acoustic model. They are
indicative of the amount of sound speed variability in the
water column. Sound speed realizations will be selected from
these CTD-chain data to simulate the effect of this oceano-
graphic variability on inversion results~see Sec. IV B!.

3. Seismic measurements

A seismic survey was carried out at the experimental
site. In total five tracks were covered in the area around the
acoustic track. Figure 6 shows the tracks that were sailed
during the survey. As can be seen, the seismic survey covers
the full acoustic track~up to 10-km source/receiver distance!.
The survey was carried out prior to the acoustic measure-
ments and covers an area of 1232 km2. Within this area we
have selected the acoustic track such that the range depen-
dence in both bathymetry and bottom properties~as derived
from the seismic measurements! is minimal. This is because

FIG. 3. The quantitative measureMi j @Eq. ~1!# for the variability in received
signals for the four frequencies.

FIG. 4. Sound speed profiles as derived from the CTD casts from NRV
ALLIANCE.
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the main scientific issue of this article is to assess the influ-
ence of variability in the water column on the geo-acoustic
parameter estimates. In the figure the position of the VA for
the different experiments, the source position, and the posi-
tion of the waverider are also indicated.

Use was made of a boomer-type sound source and the
signals were received on a multi-channel seismic streamer.
The streamer comprised eight groups of hydrophones, i.e.,
eight channels, and had a total length of 32 m, a group in-
terval of 4 m, and a group length of 3.8 m. Using a multi-
channel receiving array allows for estimating both the layer-
ing of the seabed and the sound speeds of the layers.4 This is
a classical seismic technique, which is based on differences
in travel time from reflectors in the bottom towards the vari-
ous channels in the streamer.5

Figure 7 shows the layering on parts of leg 3 and leg 4
as obtained from the seismic measurements. Some internal
structures within the sedimentary cover can be seen. This
structure consists of a series of subhorizontal layers, i.e., the
sedimentary deposits are at a small angle with the horizontal.
In these seismic data there is no clear definition of the
basement.6

When estimating sound speeds from the seismic data use
is made of reflections that correspond to a strong reflector. If
there are several strong reflectors in the bottom, then the
sound speed as a function of depth can be estimated.5 How-
ever, with the seismic data presented here, only one strong
reflector could be identified for the majority of the data.
Therefore, we only consider layer thicknesses and sound
speeds that are estimated for this one reflector. This reflector
does not necessarily correspond to the upper layer. Note that
the estimated sound speeds represent a value averaged over
the layer thickness.

Figures 8 and 9 show the thin layer thicknesses and
corresponding thin layer sound speeds as a function of geo-

FIG. 5. Sound speed~in m/s! as a function of longitude and time as derived
from the CTD-chain measurements made during the 2-km fixed geometry
experiment. The vertical lines indicate the position of the source~S! and the
vertical array~VA ! for this experiment. The total horizontal axis corre-
sponds to about 8.8 km.

FIG. 6. The tracks sailed during the seismic survey. Note that the vertical
distance between the five legs is only 0.5 km. The positions of the vertical
array~VA ! are denoted by squares, the source tower~S! position by a circle,
and a star denotes the waverider~WR! position.
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graphical position for the full area of the seismic survey. The
results for the full area are presented here as then possible
systematic changes in bottom properties can be seen. How-
ever, no trends in thin layer thickness are visible. In the area
surrounding the source and the vertical array, the thin layer
thickness ranges from;2 to ;10 m, i.e., 664 m.

As with the thin layer thickness, no trends can be iden-
tified in the thin layer sound speeds~see Fig. 9!, except for
the somewhat higher sound speeds~.1620 m/s! at the right
side of the plot. Ignoring these high sound speeds, the values
range from;1500 to;1600 m/s. Since there is no trend in
these sound speeds, we have concluded that this variation is
due to errors that are inherent to the seismic method. A his-
togram of the sound speed estimates is given in Fig. 10,
thereby treating the sound speeds as independent observa-
tions of the same quantity. The histogram contains all sound
speed estimates except those higher than 1620 m/s. A Gauss-
ian fit is applied to these data. The mean and standard devia-
tion of the Gaussian curve is 1552 and 31 m/s, respectively.

4. Additional ocean environmental measurements

In addition to the environmental measurements de-
scribed above, bathymetry measurements, waverider mea-
surements, and acoustic Doppler current profiler~ADCP!
measurements were also carried out.

The bathymetry of the trial area was measured with the
echosounder of NRV ALLIANCE. There was virtually no
variation in water depth along the 2-km track with a depth of
77 m at the source position and 79 m at the VA position.

The sea surface wave height spectrum was measured by
a waverider. The root-mean-squared wave height during the
2-km experiment was 0.15 m.

The ADCP measurements were collected by two
bottom-moored ADCPs and a ship mounted ADCP. The
bottom-moored ADCPs were put close to the positions of the
VA. Tidal oscillations are found to be the dominant current
signals. The ADCP current data are used for validation of the
VA tilt estimates~see Sec. IV A 2!.

FIG. 7. Bottom layering as derived from seismic measurements on part of
leg 3 ~upper plot! and part of leg 4~lower plot!. The variable along they
axis is depth in meters, whereas position is along thex axis. For reference
the longitudes of the source~S! and vertical array~VA ! positions are also
indicated.

FIG. 8. Thin layer thickness as a function of geographical position. Stars are
used for indicating the source~S! and vertical array~VA ! position.

FIG. 9. Thin layer sound speed as a function of geographical position. Stars
are used for indicating source~S! and vertical array~VA ! positions.

FIG. 10. A histogram of the thin layer sound speeds as estimated from the
multi-channel seismic analysis. The black line indicates a Gaussian fit to the
histogram.
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III. ACOUSTIC INVERSION METHOD

For the forward acoustic model we have applied the
standard normal mode technique.7,8 The sediment layer and
the subbottom are treated as fluid layers and the high-loss
continuous eigenvalue spectrum is ignored. In Sec. III A the
objective function to be minimized is described. In Sec. III B
we present details on the applied global optimization method
and in Sec. III C we describe the acoustic problem.

A. The objective function

The objective~or energy! function gives a quantitative
measure for the agreement between the calculated and mea-
sured acoustic fields. We have selected the following objec-
tive function E, which is based on the incoherent multi-
frequency Bartlett processor8,9

E~mW !512
1

K (
k51

K

upW ~ f k!•pW c* ~ f k ,mW !u2 ~2!

with mW the vector containing the unknown parameters,K the
number of frequencies, ‘‘•’’ indicating the inner product of
the vectorspW ( f k), the measured pressure field at frequency
f k , andpW c( f k ,mW ), the pressure field calculated for parameter
set mW and frequencyf k . Both pressure vectors are normal-
ized such that their norm equals one, i.e.,ipW i5ipW ci51.
From previous experience8,10 it is known that using multiple
frequencies for the inversion results in more accurate and
more realistic parameter estimates compared to single-
frequency inversion. In order to limit the computation time,
which increases quadratic with frequency, we have selected a
subset of frequencies~200, 300, 400, and 600 Hz! to be used
for the inversions, i.e.,K is 4. This covers sufficiently the
frequency band transmitted: for a water sound speed of 1500
m/s, the wavelengths corresponding to the frequency subset
range from 7.5 to 2.5 m. Including 700 Hz would give a
shortest wavelength of 2.1 m, which is only slightly smaller
than 2.5 m, but would result in a large increase in computa-
tion time.

Minimizing the energy function will lead to the param-
eter set that corresponds to a simulated pressure field
pW c( f k ,mW ) having maximum similarity with the measured
pressure fieldpW ( f k).

B. The genetic algorithm

The objective function given in the previous section is a
function of many unknown variables, usually on the order of
10, and with many local optima. Finding the global optimum
of such a function requires global optimization methods such
as simulated annealing and genetic algorithms. We have ap-
plied a genetic algorithm~GA! for finding the minimum of
the objective function. The application of a GA in underwa-
ter acoustics was introduced by Gerstoft.11 Specifics about
the GA applied here can be found in previous work.8 The
basic principle of a GA is summarized below.

First an initial population, consisting ofq possible solu-
tions to the problem, is created randomly. This population is
the so-called first generation. Out of this initial population
elements are selected for establishing a parental population.
The selection is such that the most fit members of the initial

population, i.e., those with the lowest value for the objective
function, have the highest probability of being selected. The
elements of the parental population are converted to encoded
form such that the numerical values are represented by a
string of zeros and ones~bits!. This string is called a chro-
mosome and the different parts on the chromosome, which
all represent a particular parameter, are called the genes. By
applying the operators crossover and mutation to the ele-
ments of the parental population, a new population, denoted
by children population, is created. The crossover operator
results, for each gene, in an exchange between two parents of
a ~random! fragment of the gene. Crossover occurs with
crossover probabilitypcross. Mutation results in a change of a
single bit and occurs with mutation probabilitypmut.

A next generation is created by replacing thef r•q least
fit members of the first generation byf r•q members of the
children population. The latter are selected at random.f r is
called the reproduction size (0, f r,1) and is an important
parameter of the GA to be set.8 We have takenq564, f r

50.5, pcross50.8, andpmut50.05.
By repeating the above-described process, the succes-

sive generations become increasingly fit. This process is con-
tinued until the optimization process has converged. Conver-
gence is established by taking at least 400 generations,
resulting in 12 832 forward acoustic model runs per fre-
quency. For better exploitation of the search space around
the global optimum and for diminishing the risk of ending up
in a local minimum, five independent GA runs are carried
out ~i.e., 12 83235345256 640 forward runs per pressure
field!. As we have selected a population sizeq of 64, each set
of five GA runs ends up with 320 parameter sets. From these
parameter sets, the one that corresponds to the lowest energy
function value is selected. This parameter set is denoted by
GAbest and is taken to be the solution of the optimization.

C. The acoustic problem

As mentioned in the Introduction, an important applica-
tion of MFI is geo-acoustic parameter estimation. However,
in general, other parameters also need to be optimized as
they have an important influence on the propagation, but are
not known accurately enough. In this section the parameters
included in the inversion are discussed.

Since the bathymetry along the 2-km acoustic track was
found to be fairly range-independent~Sec. II B 4! we assume
a constant water depth. Due to slight variations in water
depth and offsets in the echosounder measurements the water
depthHw is not known exactly and has to be included in the
optimization.

The geo-acoustic model selected consists of a single
sediment layer with thicknesshsed, overlying a homoge-
neous subbottom. Justification for the single sediment layer
assumption is obtained from literature.12 Here it was found
that inversions of synthetic data, calculated for a multi-layer
bottom, and using a two-layer model for the forward calcu-
lations, resulted in properties of the two-layer bottom that
fitted the properties of the actual multi-layer model reason-
ably well.

The sediment compressional wave speed is assumed to
vary linearly with depth fromc1,sedat the top of the sediment
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to c2,sedat the bottom of the sediment, and to have a constant
value cb in the subbottom. The attenuation constanta and
densityr are taken depth independent through both the sedi-
ment and the subbottom. Shear is not taken into account.
Shear speed effects and the justification for not including it
in the inversion are discussed in Sec. IV A 1.

Due to irregularities at the sea bottom the depth of the
array is not known precisely. Further, currents can result in a
tilt of the array in some direction. Assuming that the effect of
a tilt in the azimuth direction can be accounted for by an
effective tilt u in the plane of propagation, the array configu-
ration is completely defined by estimatingh1 , which is the
distance of the deepest hydrophone to the bottom, and the
array tilt u.

The source range,r s , and the source depth, here defined
by the distance from the source to the bottomD, have a large
influence on the acoustic propagation and are not known to
the required accuracy. The baseline values ofr s , D, andh1

are 2040, 4, and 9.5 m, respectively.
In Fig. 11 the resulting parametrization for the ocean

environment and the 11 unknown parameters are shown. The
sound speed profile used for the inversions is the sound
speed profile that corresponds to the CTD taken from the
NRV ALLIANCE on 2 May, 12:20 UTC, i.e., 17 min prior to
the execution of the experiment~see Fig. 4!.

Table I lists the unknown parameters and their search
bounds.

IV. RESULTS AND DISCUSSION

The inversion was carried out for 41 pressure fields.
These pressure fields were determined from 2-s snapshots of

acoustic data differing in transmission time by approximately
15 min and spanning the entire 2-km experiment~about 8 h!.
The absolute values of the selected pressure fields are plotted
in Fig. 2.

Figure 12 presents the results of the inversions. For each
parameter a plot of the 41 succeeding GAbest estimates is
given. The lower right subplot shows the corresponding en-
ergy function values. They-axes ranges of the plots are equal
to the search bounds for the unknown parameters. The vari-
able along thex axes is UTC time. Note the behavior of the
GAbestenergy functionE as a function of time. This must be
due to temporal oceanographic variations, which are not
taken into account in the inversions as we use a single sound
speed profile for the forward calculations in all inversions.

Since the experimental configuration is stationary, all
unknown parameters~except for the tilt, which might vary
due to varying currents! should be constant with time. There-
fore, the inversion results can be used for determining the
mean and standard deviations for each parameter. Assuming
statistically independent observations, also the uncertainty
~or error! on the mean (smean) and the uncertainty~or error!
on the standard deviation (sstd) can be determined by

FIG. 11. The parameters to be optimized.

FIG. 12. Parameter estimates (GAbest) and corresponding energy function
values as obtained from inversions of the experimental data. The horizontal
solid lines in four of the subplots indicate measured values, where for the
water depth we have used the depth at the vertical array position~79 m!.

TABLE I. The unknown parameters, their symbols, and search bounds.

Parameter Symbol Search bounds

Upper sediment sound speed~m/s! c1,sed @1475 1700#
Sediment thickness~m! hsed @1 25#
Lower sediment sound speed~m/s! c2,sed @1475 1800#
Subbottom sound speed~m/s! cb @1515 1900#
Density ~g/cm3! r @1 2.3#
Attenuation constant~dB/l! a @0 1#
Source range~m! r s @1700 2500#
Distance source to bottom~m! D @0 10#
Tilt ~degrees! u @210 10#
Water depth~m! Hw @75 85#
Distance lowest hydrophone to bottom~m! h1 @7.5 12.5#
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smean5
std

AN
, sstd5

std

A2N
, ~3!

with N the number of observations~here equal to 41!, and std
the standard deviation of theN observations. The errors on
the mean and standard deviation must be accounted for,
since the number of observationsN is quite small~see Sec.
IV A 1 !.

In Table II the values for the means and standard devia-
tions, and their uncertainties, are listed. Hereafter we further
assess the estimates for the different parameters.

A. Assessment of the parameter estimates

From the results presented in Fig. 12 and Table II it can
be concluded that some parameters are estimated very accu-
rately. The standard deviation of the upper sediment sound
speed is only 15 m/s; the density is determined with a stan-
dard deviation of only 0.1 g/cm3 and the distance of the
source to the bottom within 0.2 m. Considering the tilt esti-
mates it can be concluded that the tilt is estimated accurately
enough to resolve for a trend. In the following we examine
the estimates for the different parameters in detail.

1. Assessment of the geo-acoustic parameter
estimates

As mentioned in Sec. II B 3, a seismic survey was car-
ried out for obtaining independent information on bottom
layering and bottom sound speeds. According to the seismic
analysis the mean sound speed in the upper 6 m of thesedi-
ment is 1552631 m/s. The inverted values for
c1,sed~1556 m/s), hsed~16 m), and c2,sed~1663 m/s) give a
mean sound speed value of 1576 m/s over the upper 6 m of
sediment. It can thus be concluded that this inversion result
is in very good agreement with the seismic measurements.

Considering its large search interval~1.0–2.3 g/cm3!,
the density is reasonably well resolved within 0.1 g/cm3 ~in
agreement with other findings1,11,12!. In Fig. 13 sediment
sound speed and density values are plotted for different types
of continental shelf sediment. In this figure also an empirical
curve is shown, giving the relation between~compressional!
sediment sound speedcp and densityr:

cp52330.421257•r1487.7•r2633 m/s. ~4!

This expression has been derived as a fit through a large
number of measurements.13 The expression is valid for
1520,cp,1840 m/s and 1.25,r,2.10 g/cm3.

The inverted sediment density~1.4160.10 g/cm3! and
upper sediment sound speed~1556.3 m/s! values satisfy the
above expression, but it is at the very low end of the brackets
~see star in Fig. 13!. We feel confident about our estimation
of sediment sound speed since it is in agreement with inde-
pendent seismic measurements and therefore we think the
error is on the density. From the expression given here, and
taking into account the error of 33 m/s, the inverted sediment
sound speed should correspond to a density of 1.5660.12
g/cm3, instead of the optimized density of 1.41 g/cm3.

This deviation can be an indication for the presence of
shear waves, as neglecting the effect of shear is accounted
for by an effective density.14,15This is expressed through the
following relation between actual densityr, shear speedcs ,
and an effective densityreff :

reff5rF122S cs

cw
D 2G2

~5!

with cw the sound speed in the water. Employing this expres-
sion, a sediment density of 1.5660.12 g/cm3 and an effective
sediment density of 1.40560.101 g/cm3 are found to corre-
spond to a shear speed of 2416121 m/s. This basically
means that shear cannot be inverted since the presence of
shear results in an effective density. This is illustrated in
Figs. 14 and 15 where the complex reflection coefficient7 is
plotted as a function of incident grazing angle for homoge-
neous bottoms with a compressional wave speed of 1556.3
m/s and attenuation constant of 0.5 dB/l and with values for
the density and the shear speed as listed below:

~i! BOTTOM1: r51.56 g/cm3, cs50 m/s;
~ii ! BOTTOM2: r51.56 g/cm3, cs5241 m/s; and
~iii ! BOTTOM3: r51.41 g/cm3, cs50 m/s.

BOTTOM1 is included for illustration: comparing the results
for BOTTOM1 and BOTTOM2 shows the influence of shear
speeds. The reflection coefficient for BOTTOM2 and
BOTTOM3 ~both the absolute value and the phase shift!

TABLE II. The means and standard deviations~and their uncertainties! of
the inversion results of Fig. 12. The last column lists the true measured
values for the geometrical parameters.

Parameter Mean (smean) Std (sstd)
True measured

values

c1,sed~m/s) 1556.3~2.3! 14.8 ~1.6!
hsed~m) 16.49~0.99! 6.36 ~0.70!
c2,sed~m/s! 1663.1~7.6! 48.8 ~5.4!
cb (m/s) 1734.6~11.9! 75.9 ~8.4!
r ~g/cm3! 1.405~0.016! 0.101~0.011!
a ~dB/l! 0.482~0.021! 0.134~0.015!
r s (m) 2186~10! 65.3 ~7.2! 2040
D ~m! 3.772~0.034! 0.215~0.024! 4.0
Hw (m) 79.89~0.18! 1.16 ~0.13! 77–79
h1 (m) 10.00~0.10! 0.646~0.071! 9.5

FIG. 13. Sound speeds and densities for continental shelf sediments. Also
plotted is an empirical curve that gives the relation between sediment sound
speed and density~Ref. 13!. The star indicates the inversion result.
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virtually coincide, which demonstrates that the effect of
shear is compensated by a decrease in density as given by
Eq. ~5!.

Another method for estimating shear speeds is to apply
the following regression equation,16 relating shear speedcs

~in m/s! to compressional wave speedcp ~also in m/s!:

cs51.137•cp21485. ~6!

This equation is valid for 1555,cp,1650 m/s.
From this equation a shear speed value of 285617 m/s

is calculated for a compressional wave speed of 1556.3
614.8 m/s. The two derived values for the shear speed, viz.,
2416121 m/s and 285617 m/s, are in agreement and are
therefore considered to be reliable indicative estimates for
the sediment shear speed. Note that due to their similar ef-
fects on the reflection coefficient, it will not be possible to
unambiguously estimate both the density and the shear speed
simultaneously through inversion.

The sediment attenuation constant is not well resolved,
but remains within the bounds of 0.25 and 0.81 dB/l, corre-
sponding roughly to the values for clay and sand.7

Parameterhsed should be interpreted carefully. The
multi-layer structure of the bottom is not included in the
geo-acoustic model. However, from the seismic data analysis
we know that, in reality, the sediment has some internal lay-
ering and is not made up of a single layer~see Fig. 7!. Also,
the layer’s thicknesses are not independent of range~as as-
sumed in the inversions!. hsedrepresents a breakpoint, setting
a depth in the bottom below which the bottom is considered
homogeneous and above which it fits the sound speed gradi-
ent determined byc1,sedandc2,sed. No independent measure-
ments are available for the sediment thicknesshsed since
from the seismic data no clear reflector that marks the bound-
ary between sediment and subbottom could be identified.
The parameter is highly undetermined, as the optimized val-
ues forhsedcomprise nearly the entire search space. From the
inversion results we found the two parametershsedandc2,sed

to be strongly correlated. This indicates that these parameters
do have an influence on the propagation, but that they cannot
be estimated separately. Parameter correlation is illustrated
in Fig. 16 in which the 41 final parameter estimates are plot-
ted against each other. Ten parameter combinations with
strong coupling are shown here. It is clearly observed from
this figure that some parameters, such ashsed andc2,sed, are
highly correlated. Avoiding parameter coupling possibly re-
quires a completely different parametrization of the
environment11,17–19 ~e.g., inverting for the sediment sound

FIG. 14. Magnitude of the reflection coefficient versus angle for
BOTTOM1, BOTTOM2, and BOTTOM3. Note that the curves for
BOTTOM2 and BOTTOM3 virtually coincide.

FIG. 15. Phase shift of the reflection coefficient versus angle for
BOTTOM1, BOTTOM2, and BOTTOM3. Note that the curves for
BOTTOM2 and BOTTOM3 virtually coincide.

FIG. 16. Final parameter estimates plotted against each other for ten param-
eter combinations with strong coupling.
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speed gradient andhsed, instead ofhsed andc2,sed). The full
parameter coupling of the inversion problem is illustrated in
Fig. 17, which shows the magnitude of the linear correlation
coefficient calculated for all combinations of parameter esti-
mates. It is emphasized that these calculated values for the
linear correlation coefficient are based on a fairly limited
number of data pairs~41!, i.e., also the statistical significance
of each of the correlation coefficient values was determined.
The stars in Fig. 17 indicate for which parameter combina-
tion the confidence of the calculated correlation coefficient
exceeds 95%.20 For instance, the correlation coefficient be-
tween D and Hw is 0.34 with a confidence of 96.9%, i.e.,
there is a probability of 3.1% that the observed correlation
can occur between two random~uncorrelated! data se-
quences of length 41. Correlation coefficients greater than
0.5 have a confidence of at least 99.98%. The advantage of
reparametrization of the environment in this specific inver-
sion problem is subject to further research.

2. Assessment of the array tilt estimates

From the parameter estimates as a function of time as
shown in Fig. 12 it can be seen that there is a trend in the
estimates for the VA tilt. This trend should correspond to
some similar trend in the currents close to the VA. The VA
and the source are at nearly equal latitudes and we consider
array tilt along the acoustic track. Therefore we consider
only the east/westwards directed currents. In Fig. 18 we have
plotted both the estimates for the tilt and the eastward com-
ponent of the currents as measured by the bottom-moored
ADCP at a depth of 27 m. The tilt is positive in the eastward
direction~towards the tower source! and negative westwards
~away from the tower source!. This also holds for the cur-
rents. It is clear that the current and the tilt are in excellent
agreement as they show a very similar trend. This indicates
that the inverted tilt estimates are reliable.

3. Assessment of the geometrical parameter
estimates

From Fig. 12 and Table II it can be seen that for the
geometrical parameters, i.e.,r s , D, Hw, andh1 , the inverted

values are in good agreement with the true values, especially
when considering the uncertainty~standard deviation! in
these parameter estimates. The true range, being 2040 m as
calculated from the navigation data, slightly deviates from
the mean inversion result. This can be partly ascribed to a

FIG. 19. Parameter estimates and corresponding values for the energy func-
tion ~lowest, most right subplot! as obtained from inversions of synthetic
data~SIM1!. The dashed horizontal lines are the mean values, whereas the
solid horizontal lines indicate the true values.

FIG. 17. The correlation coefficient for all parameter combinations.
FIG. 18. Eastward current~thin solid line! and tilt estimates~thick solid
line! as a function of UTC time.
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difference between the DGPS positions of the ship at the
time of source and VA deployment and the final source and
VA position.

The water depth, the source range, and the distance of
the deepest hydrophone to the bottom are strongly correlated
~see Fig. 17!. This can explain the minor differences between
true and inverted values. Neglecting the variations in water
depth over the acoustic track in the inversions will result in
an effective water depth. It is known that there is a small
variation in water depth over the 2-km acoustic track~from
77 at the source to 79 m at the VA!. Therefore, the estimates
for the geometrical parameters that correspond to the result-
ing effective water depth might deviate from their actual val-

ues. In the next section it is shown that also oceanographic
variability can result in a shift of geometrical parameter val-
ues.

B. Assessment of the parameter uncertainties

As mentioned before, there are two main origins for the
variations in the parameter estimates. The first origin is the
method itself. The second is oceanographic variability. The
contribution of both is determined through simulation and is
presented and discussed in this section. Other contributions
to the uncertainty can be due to a low signal-to-noise ratio,
e.g., due to noise of passing ships, and wrong parametriza-
tion. As the signal-to-noise ratio was very high, its contribu-
tion to the uncertainty is negligible. We will demonstrate that
the above-mentioned two main origins can fully explain the
obtained parameter uncertainties. Wrong parametrization
will not be considered here.

The contribution of the method to the parameter uncer-
tainty was determined through the repetitive inversion~41
times! of a simulated pressure field, i.e., 41 optimization runs
were performed on the same synthetic pressure field. As a
genetic algorithm is a Monte Carlo search method, this ap-
proach requires the use of a different random seed for each
of these 41 optimization runs. The parameters used for cre-
ating this synthetic field are values close to the mean param-
eter values obtained from inversion of the experimental data.
This simulation is further denoted as SIM1. The results of
these inversions can be found in Fig. 19. Also shown are the
true values~solid horizontal lines! and the means of the in-
version results~dashed horizontal lines!. For all parameters,
except forhsed, c2,sed, and cb , the mean values virtually
coincide with the true values. In Table III the deviationdmean

FIG. 20. The standard deviations and their statistical errors divided by the
appropriate search bounds, for all parameters except for the tilt, for both the
experimental data and simulated data. The horizontal dashed line indicates
the relative standard deviation for a uniform distribution~1/A12!.

TABLE III. The deviation of the mean values from the true values (dmean) and the standard deviation~Std!
obtained for the two simulations. The last column lists the standard deviation for the experimental data inver-
sions. The statistical errors ondmeanand std are given in parentheses.

Parameter True

SIM1 SIM2 EXP

dmean(smean) std (sstd) dmean(smean) std (sstd) std (sstd)

c1,sed~m/s) 1588.9 22.8 10.7 212.9 16.0 14.8
~1.7! ~1.2! ~2.5! ~1.8! ~1.6!

hsed~m) 15.2 2.88 4.46 2.49 5.09 6.36
~0.70! ~0.49! ~0.80! ~0.56! ~0.70!

c2,sed~m/s) 1650.4 24.9 41.8 36.9 46.4 48.8
~6.5! ~4.6! ~7.2! ~5.1! ~5.4!

cb (m/s) 1698 84 81.4 75 81.2 75.9
~13! ~9.0! ~13! ~9.0! ~8.4!

r 1.292 20.0154 0.0418 0.004 0.0777 0.101
~0.0065! ~0.0046! ~0.012! ~0.0086! ~0.011!

a ~dB/l! 0.724 20.018 0.105 20.123 0.128 0.134
~0.016! ~0.012! ~0.020! ~0.014! ~0.015!

r s (m) 2168 27.4 60.7 211.3 59.3 65.3
~9.5! ~6.7! ~9.3! ~6.6! ~7.2!

D ~m! 4.63 20.004 0.177 20.190 0.260 0.215
~0.028! ~0.020! ~0.041! ~0.029! ~0.024!

u ~degrees! 0.024 20.0250 0.0397 20.0192 0.0498 0.419
~0.0062! ~0.0044! ~0.0078! ~0.0055! ~0.046!

Hw (m) 80.35 20.16 1.12 20.36 1.15 1.16
~0.17! ~0.12! ~0.18! ~0.13! ~0.13!

h1 (m) 10.42 20.104 0.585 20.39 0.693 0.646
~0.091! ~0.065! ~0.11! ~0.077! ~0.071!

524 524J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Snellen et al.: Accuracy of matched field inversion results



of the mean values from the true values is listed together
with the standard deviations.

In Fig. 20 the standard deviations of the parameter esti-
mates~std! are plotted, both for the experimental data inver-

sion results and the simulation. The uncertainties in the stan-
dard deviation (sstd), representing the statistical error, are
also plotted in the figure as error bars. By dividing both by
the appropriate search bounds a direct comparison between
parameter uncertainties can be made. The parameter tilt is
not considered as in the experimental configuration the tilt
varies, whereas it is constant in the simulation. In the figure
also the relative standard deviation for uniformly distributed
parameter values~being equal to 1/A12! is plotted~horizontal
dashed line!. Parameters whose standard deviation divided
by the search bound approach this value are badly deter-
mined: they have a uniform distribution over the entire
search area. From Fig. 20 it can be seen that this is the case
for the sediment thickness as determined from the experi-
mental data. It can be concluded that forc2,sed, cb , r s andD,
Hw , andh1 , the uncertainties in the inversion results for the
experimental and the synthetic data coincide within the sta-
tistical error. Hence, for these parameters the uncertainties
can be completely ascribed to the method itself. For the re-
maining parameters the additional uncertainty should be
caused by oceanographic variability. Note, however, that
also for these parameters a significant part of the uncertainty
stems from the method itself.

From the CTD-chain measurements it is known that the
sound speed profile varies with time~and range!. For inves-
tigating the effect of these variations on the inversion results
we have proceeded as follows: 41 sound speed profiles mea-
sured by the CTD-chain were selected on the 2-km acoustic
track, i.e., in between 12° 15.5888E ~source position! and 12°
14.2078E ~VA position!. The selected profiles, plotted in Fig.
21, represent realistic oceanographic variations on the 2-km
acoustic track. For these 41 sound speed profiles, the corre-
sponding pressure fields were calculated~for the four fre-
quencies!. For the unknown parameters we have taken the
same values as those for SIM1. The spatial structure of the
sound velocity field between source and receiver is not ex-
actly accounted for in these calculations, as each of the 41
calculations is still range independent.

FIG. 21. The sound speed profiles for which synthetic pressure fields were
calculated. The data are obtained from the CTD-chain measurements on the
2-km acoustic track. The left-most plot shows the mean sound speed profile.

FIG. 22. SIM2 results: Parameter estimates and corresponding values for
the energy function~lowest, right-most subplot!. The means of the param-
eter values are plotted as dashed lines. The solid lines indicate the true
values.

FIG. 23. The standard deviations and their statistical errors divided by the
appropriate search bounds, for all parameters except for the tilt, for both the
experimental data and for simulation SIM2. The horizontal dashed line in-
dicates the relative standard deviation for a uniform distribution~1/A12!.
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The resulting pressure fields were subsequently inverted.
The sound speed profile used for the forward calculations is
the mean of all profiles from the CTD-chain data as given in
Fig. 5. This mean profile, also shown in Fig. 21, is obtained
by simply taking the mean of all sound speeds at each depth.
This simulation is further denoted as SIM2.

In Fig. 22 the resulting parameter estimates can be
found. Also plotted are the true values~solid lines! and the
means of all 41 estimates~dashed lines!. The bottom, right-
most subplot shows the corresponding lowest energy func-
tion values. As for SIM1, Table III lists the deviationdmean

of the mean parameter estimates from the true values. Also
given are the standard deviations.

From the results presented in Fig. 22 and Table III sev-
eral conclusions can be drawn. Introducing oceanographic
variability can result in a shift of parameter estimates. A
more important effect of the oceanographic variability is an
increase in the standard deviation for some parameters. This
is illustrated in Fig. 23. Variability in the water column has
resulted in a statistically significant increase of the standard
deviation for the parametersc1,sed, r, andD ~compare with
Fig. 20!. From this figure it can also be seen that now we
have almost completely explained the uncertainty for all pa-
rameters. Forhsed and r the experimental data still show a
statistically significant larger standard deviation compared to
the simulations. This might be due to mismatch: in SIM2 the
geo-acoustic model assumed is per definition correct. This is
not true for the inversions of experimental data as, for ex-
ample, we have assumed a single layer sediment. Further we
have assumed the density and attenuation to be constant
throughout the bottom, which is probably not true in reality.

V. SUMMARY AND CONCLUSIONS

In this article we reported matched field inversion~MFI!
results of multi-tone shallow water acoustic data that were
obtained during the ADVENT99 sea trial. The multi-tone
data were collected during an experiment with both the
source and the receiver at a fixed position. The range be-
tween source and receiver was 2 km. In order to be able to
assess the influence of oceanographic variability, the experi-
ment was continued for as long as 8 h. A genetic algorithm
was applied as the global optimization method, whereas a
normal mode model was used for the forward propagation
calculations. The parameters to be inverted, i.e., the un-
known parameters, comprise both geo-acoustic and geomet-
ric parameters.

Many measurements were carried out for determining
parameters of the ocean environment. These parameters are
needed as input for the forward acoustic model and to obtain
independent information about the unknown parameters
~e.g., multi-channel seismic measurements for obtaining es-
timates of sediment thickness and sediment speed!. The third
objective of these environmental measurements is to monitor
oceanographic variability. For this, a CTD-chain was towed
back and forth over the acoustic track, thereby measuring
sound speeds as a function of time and position. It was found
that many of the unknown parameters could be estimated

very accurately through inversion and that they are in good
agreement with the independent measurements.

An important item addressed in this article is the uncer-
tainty of the parameter estimates. It is shown through simu-
lation that the main part of this uncertainty stems from the
method itself, as the optimization does not locate the exact
global optimum and many of the parameters are correlated.
Simulations including the water column variability, as deter-
mined from the CTD-chain measurements, show that for
nearly all parameters the remaining uncertainties can be as-
cribed to this oceanographic variability.
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The intensity coherence function of time for partially saturated
acoustic propagation through ocean internal waves
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The intensity coherence function of time for partially saturated acoustic propagation through
internal waves is calculated with a method that is improved over previous treatments. Two specific
improvements are introduced: the usual expansion in (1/LF2) is carried out to a higher order, and
then the terms of that expansion are calculated with a new perturbative method. The method is
applied to propagation without a sound channel, for both phase-screen and continuous-medium
cases. The validity of the new perturbative method is estimated by calculating the next order error
terms. Accuracies at the few-percent level are found. The new analytic formulas are also
corroborated with numerical integration. Finally, the method is applied to a specific ocean-acoustic
experiment@Azores Fixed Acoustic Range~AFAR!#. In order to achieve good agreement with
experiment it will be necessary to add an accurate treatment of the sound channel to the present
perturbation method. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1322020#

PACS numbers: 43.30.Re, 43.60.Cg, 43.60.Gk, 43.30.Ft

I. INTRODUCTION

The acoustic field received after propagation through
many kilometers of ocean internal waves contains important
statistical information about the internal-wave field. Typical
observables used as internal-wave probes have been phase
and amplitude fluctuations, pulse travel time, and field coher-
ences, both temporal and spatial. In order to calculate such
internal-wave effects, a path-integral approach was intro-
duced in the early 1980s.1,2 That work introduced theL–F
diagram, on which the various regimes of propagation be-
havior can be located. The parameterF is a measure of the
strength of the internal-wave-induced sound-speed fluctua-
tions, and the parameterL is a measure of the importance of
diffraction in the propagation. The regimes for which the
quantity LF2 is large are called the saturated regimes. If
LF,1 the regime is called partially saturated.

The use of intensity as an observable was discussed in
detail at that time, but it has proven difficult for two reasons:
first, the theory predicting the effects of internal waves is
more complex; and second, the acoustic intensity is more
sensitive to the deterministic environment~the sound chan-
nel! than are the other observables mentioned.1,2

In 1987, Flatte´ et al.3,4 used the above-mentioned path-
integral approach to calculate the intensity fluctuations for a
35-km acoustic experiment, done with acoustic frequencies
between 400 and 5000 Hz, at a geographical location off the
Azores ~AFAR!.3,4 Though the comparison was reasonably
successful, the evaluation of the path integrals had manyad
hoc aspects. It is the purpose of this paper to present im-
provements in the evaluations of the path integrals necessary
for the calculation of the temporal coherence function of in-
tensity, in cases for which 1/LF2 is small, and at the same
time, LF is also small.~Qualitatively, this condition can be
achieved by a number of combinations of long range, high
internal-wave strength, or high frequency.! We have chosen
a set of internal-wave parameters that correspond to the ex-

pansion parameter being reasonably small in order to test our
formulas. But we could not take too small a value, or we
would not be able to do comparable simulations. For the
cases calculated, we have found that the new analytic formu-
las are accurate to a few percent or less, as determined by
explicit calculation of the next term in the expansion. We
have also compared with numerical simulations using the
parabolic approximation, and have found excellent agree-
ment.

Finally, we have used internal-wave parameters that
mimic the AFAR experiment, and have then used the ana-
lytic formulas to calculate the intensity coherence function
and compare with the experimental results. The comparison
is off by a factor of order 2. However, the analytic improve-
ments have not included a sound channel, and we associate
the discrepancy with that fact; thus comparisons with ocean
experimental results require that the sound channel be in-
cluded in the theory.

The organization of the paper is as follows: Section II
describes the internal-wave spectral model we have used, in
order first to derive and then to test our formulas for the
intensity coherence function; Sec. III gives the path-integral
expression from which we start our calculations; and Sec. IV
describes the derivations and results. Section V describes our
method of numerical simulation that is used to calculate re-
sults to compare with our derived formulas. Sections VI and
VII give the results of our calculations and the comparisons
with simulations for the single-screen and continuous-
medium cases, respectively. Section VIII shows our com-
parisons with the AFAR experimental results. Section IX
gives a summary.

II. THE INTERNAL-WAVE SPECTRUM

Internal waves vary in both space and time. A statistical
description of the internal-wave field in the oceans of the
world, based on empirical measurements, has been proposed
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by Garrett and Munk in 1972.5 The so-called Garrett–Munk
spectrum has been modified repeatedly over the years to con-
form to current oceanographic measurements.6,7

The salient features of the Garrett–Munk spectrum in-
clude separability of the wave number and frequency depen-
dence of the spectrum, and power-law behavior of the wave-
number power spectrum. Since the power spectrum
factorizes, so do the medium correlation functions, which
will simplify a number of our expressions.

In order to treat a sound-propagation problem, we need
the spectrum of the integral of the sound-speed fluctuations
along a ray, rather than the spectrum of the sound-speed
fluctuations themselves. We introduce the temporal and spa-
tial power spectra~A~v! andP~k!, respectively!, and express
the power spectrum of the phase integral along the ray as
S~v,k!:

S~v,k!5A~v!P~k!, ~1!

wherev is the internal-wave frequency andk is the wave
number of the vertical fluctuations.

A. Temporal behavior

We define the temporal internal-wave correlation func-
tion Rt(t) as the Fourier transform ofA(v):

Rt~ t !5
1

2pE eivtA~v!dv. ~2!

In order that Rt(0)51, we require that*A(v)dv
52p.

1. Taylor expansion

Typically, one is interested in studying acoustic coher-
ence over times which are very short compared to the aver-
age internal-wave correlation time. Consequently, whenever
a functional form forRt(Dt) is needed, it will suffice to
Taylor expandRt(Dt)

Rt~Dt !'12 1
2 $v2%~Dt !21..., ~3!

where$v2% is the average internal-wave frequency, defined
following Esswein and Flatte´ as a weighted spectral
average:8

$v2%[
*v2A~v!dv

*A~v!dv
. ~4!

2. Time scales

Appropriate definitions of the time scales of the internal-
wave field, the acoustic field, and the acoustic intensity are
the following:

The internal-wave field itself:

t IW[$v2%21/2, ~5!

whose typical value is 1 h.9

The coherence time of the acoustic field:

tc[
t IW

F
. ~6!

The coherence time of the acoustic intensity:

t I[
t IW

LF2 . ~7!

These definitions are consistent with the relationt I

'tc/LF, which holds in the regime of partial saturation.10

B. Spatial behavior

We have used the following forP:

P~k!5H 0, uku,km

2pF2km
2 k23, uku.km .

~8!

The quantitiesF and km can be given in terms of
oceanographic and acoustic parameters in the following
way1:

F25
1

p2

j *
B

^m0
2&

k0
2

km
2 R, ~9!

wherem0 is the rms fractional sound-speed fluctuation at a
depth at which the buoyancy frequency is 3 cph;k0 is the
acoustic wave number, andR is the range between source
and receiver.

For analytic convenience, the spectrum has an abrupt
cutoff at the outer scale, represented by a cutoff wave num-
ber km . We specify the precise value ofkm so that the total
variance of the fluctuations remains unchanged from the
value it has in a modal representation, where the exact ef-
fects of the surface and bottom boundary conditions are met.
The condition onkm in terms of common oceanographic
parameters is

km
2252S B

p D 2

(
j 51

`
1

~ j 21 j
*
2 ! j

. ~10!

The quantity j * determines the shape of the spectrum in
vertical mode numberj. The scale lengthB characterizes the
roughly exponential drop in the density gradient, or buoy-
ancy frequency, as a function of depth in the main ther-
mocline ~that is, below a few hundred meters!. Typical val-
ues forB and j * are respectively 1 km and 3.1

Values of 2(kmB/p)25@( j 51
` 1/@( j 21 j

*
2 ) j ##21, for

j * 51, 2, 3, 4, and 5, are respectively 1.49, 3.10, 5.34, 8.13,
and 11.42.

In this way we have introducedF, the strength param-
eter, one of two internal-wave parameters that determine the
acoustic propagation regime. The other important parameter
is the diffraction parameterL, defined here as

L[Rf
2km

2 , ~11!

where Rf
2 is the square of Fresnel length, averaged over

range. The Fresnel lengthRf at a distanceR from the re-
ceiver is approximatelyRf5@R/k0#1/2. This definition ofL
has been chosen for analytic convenience and differs slightly
from that of Flatte´ et al.1 For the phase-screen case, we find

Rf
25R/k0 , and for the continuous case,Rf

25R/2k0 .
A spatial correlation function of depth interval may be

derived from the vertical spatial spectrumP~k!, but it turns
out that the more important spatial function is the one-
dimensional spatial phase-structure-function density. This
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function represents the difference between the integrals of
the sound-speed fluctuationm along two parallel lines sepa-
rated vertically byDz:8 Because the sound-speed fluctua-
tions due to internal waves are uncorrelated for separations
beyond a few kilometers, the integral may be extended to
infinity without loss in accuracy. Methods for dealing with
this integral, including cases in which the rays curve signifi-
cantly, are discussed and treated by Flatte´ and Rovner.11

d~Dz!5
1

p E
2`

`

~12eikDz!P~k!dk. ~12!

We can also express the phase structure-function density
d(Dz) as a function of transverse separationu rather than in
terms of a spectrum of transverse wave number. However,
even in the absence of a waveguide and heterogeneous ran-
dom medium, the result is a rather more complicated form
than when expressed in terms of the transverse spectrum.10

d~u!5
F2km

2 u2

R F lnS e322g

km
2 u2 D 1 (

m52

`
~u2km

2 !m21~21!m

~2m!! ~m21! G .

~13!

The quantityg'0.5772 is the Euler–Masheroni con-
stant. In the regime of partial saturation, terms of quartic and
higher order inu ~that is, terms in the summation! can be
ignored.10

C. The combination of temporal and spatial behavior

It will be necessary later to have an expression for the
phase structure-function density as a function ofu and Dt
simultaneously. That expression is

d~u,Dt !5Rt~ t !d~u!. ~14!

III. THE PATH-INTEGRAL APPROACH

A. Path space

Consider first a sound source at the origin of an~x,y,z!
coordinate system, and a sound receiver at~R,0,0!. A general
path from the source to the receiver may be defined asu~x!
whereu is a two-dimensional transverse vector havingy and
z components. The complex sound field at the receiver can
be expressed as a sum over all possible paths from the source
to the receiver. Because the internal-wave field in the ocean
is very anisotropic, with much more rapid variations in the
depth coordinate~z! than in either horizontal coordinate, the
y component of the paths under consideration can be inte-
grated out, thus leaving only the depth as a function of range,
delineated by a single-componentz(x). Furthermore, since
the range from the source to the receiver is more easily re-
membered if it is represented byr, we change the path to
z(r ) wherer runs from 0 toR.

In general we are interested in more than just the com-
plex field itself. For example we may be interested in the
coherence of the field, represented by the product of two
complex fields at two different points. Or we may be inter-
ested in the intensity coherence at two different points,
which require four complex fields for its expression. If each
of these fields were expressed as a path integral, we would
require four paths, say,z1(r ), z2(r ), z3(r ), andz4(r ).

However, it turns out that, for intensity coherence, one
can integrate out two of the four paths. The first integration
comes because one is not dealing with a general fourth mo-
ment, and the second comes because of an assumption of
quasi-homogeneity. The two paths that are left are linear
combinations of the fourz-paths mentioned above, so that
they may be represented by any letters one likes. We shall
useu(r ) andv(r ) to avoid conflicts with other usage in this
paper. Previous papers have made a variety of choices: e.g.,
@b,g#,3 and @u,w#.2

The general description of paths that are used in the
path-integral expressions of interest, and the reasons why the
horizontal transverse coordinate can be suppressed, are dis-
cussed at length in Chapter 12 of the book by Flatte´ et al.1

B. The path-integral

Flatté, Reynolds, and Dashen3 treated the special case of
the intensity coherence in time for acoustic propagation
through internal waves. Their resulting two-fold path integral
can be expressed in terms of the functions defined so far:

^I ~0!I ~Dt !&5NE E D@u~r !#D@v~r !#

3e@ ik0*0
Ru̇~r !v̇~r !dr#e2M ~u~r !,v~r !,Dt !. ~15!

Here,k0 is the acoustic wave number,R is the propaga-
tion range,D@¯# is the measure of integration over paths
u(r ) and v(r ), and the dot over the variablesu and v de-
notes a derivative with respect tor.

The potential functionM contains the effects of internal
waves.

The normalizing constantN is defined so that
^I (0)I (Dt)& is unity in the absence of fluctuations, that is,
whenM50:

N21[E E D@u~r !#D@v~r !#eik0*0
Ru̇v̇dr. ~16!

Like any path integral, Eq.~15! represents a weighted
summation over all possible paths connecting source and re-
ceiver. The weight is given by a phase factor, which is af-
fected by the curvature of the paths~through the termsu̇ and
v̇! and the presence of a potential (M (u,v,Dt)). A strength
of this formalism is that all possible paths are considered, but
only those which are physically important tend to interfere
constructively.

The potential functionM is defined as

M ~u,v,Dt !5E
0

RFd~u,0!1Fd~v,Dt !2
1

2
~d~u1v,Dt !

1d~u2v,Dt !!G Gdr. ~17!

The definition of the phase structure-function density as
a function of two variables is given in Eq.~14!. Note that the
internal-wave field is probed atDt50 by theu path, and atDt
by the pathsv, u1v, and u2v. Note also thatM is a
monotonically increasing function of bothu and v, so that
for large path separations,e2M grows small and cuts off the
integral.
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For the calculations in this paper, we ignore the sound
channel and we consider only rays that travel horizontally, so
that we may take the internal-wave statistical strength to be
constant along the entire ray.

IV. CALCULATION OF INTENSITY COHERENCE

A. Strip approximation

In the saturated regions, it can be easily shown3 that the
main contributions to the integral in Eq.~5! come from two
regions, which correspond tou or v small. The ‘‘strip ap-
proximation’’ entails confining the region of integration to
two strips, along theu andv axes. We write

^I ~0!I ~Dt !&5I u1I v1OS 1

LF2D ,

I u5NE E
u small

D@u#D@v#eik0*0
Ru̇v̇dre2M ~u,v,Dt !, ~18!

I v5NE E
v small

D@u#D@v#eik0*0
Ru̇v̇dre2M ~u,v,Dt !.

We now expandM in powers ofv/u(u/v), in order to
calculate thev small ~u small! integral. After expandingM,
the v small ~u small! integral can be carried out over the
entireu v plane becauseM will increase quadratically asv
~u! increases, leading to an exponential cutoff of the integral
away from the strip axis.

I u5I u
01I u

11..., ~19!

I u
05NE E D@u#D@v#eik0*0

Ru̇v̇dre2Mu
0
, ~20!

I u
15NE E D@u#D@v#eik0*0

Ru̇v̇dre2Mu
0
@e2Mu

1
21#, ~21!

Mu
05E

0

R

d~u!dr,

~22!

Mu
15RtE

0

R

u2d9~v !dr,

I v5I v
01I v

11..., ~23!

I v
05NE E D@u#D@v#eik0*0

Ru̇v̇dre2Mv
0
, ~24!

I v
15NE E D@u#D@v#eik0*0

Ru̇v̇dre2Mv
0
@e2Mv

1
21#, ~25!

M v
05E

0

RF $v2%~Dt !2

2
d~u!1d~v !Gdr,

~26!

M v
15E

0

R

v2d9~u!dr.

We note at this point thatI u
051 for all times andI v

0

51 at t50. We therefore replaceI u
0 by unity, and we intro-

duce the normalized time-coherence functionK̄(Dt) by
equating it withI v

0:K̄(Dt)[I v
0. The functionK̄(Dt) is simi-

lar to the functionK(Dt) defined in Flatte´ et al.,1 the main

difference being thatK̄(Dt) is normalized to unity at the
origin. In the zeroth approximation, then, the intensity coher-
ence function is given by

^I ~0!I ~Dt !&511K̄~Dt !. ~27!

We see that atDt50, ^I 2&52, which is the far
asymptotic limit of irradiance variance equal to unity.

Keeping the two lowest-order terms for each strip, we
write

^I ~0!I ~Dt !&511I u
11K̄~Dt !1I v

1. ~28!

The treatment in previous work3 consisted of the zeroth-
order approximation tôI (0)I (Dt)& given in Eq.~27! with
the right-hand side multiplied by anad hoc constant, and
K̄(Dt) approximated in a manner to be described in the next
section. In this paper, we present a more accurate calculation
of K̄(Dt) as well as methods for calculating the two first-
order termsI u

1 and I v
1 appearing in Eq.~28!. These latter

methods allow us to deal with the difference between
^I (0)I (Dt)& and 2 in a manner that is more rigorous.

B. Analysis of K̄ „Dt …

Here we describe the various perturbative methods of
calculatingK̄(Dt). For simplicity, we will restrict attention
to the case of propagation through a homogeneous internal-
wave field in the absence of a sound channel,

K̄~Dt !5NE E D@u~r !#D@v~r !#expF ik0E
0

R

u̇v̇drG
3expF2E

0

RS d@v~r !#1
$v2%~Dt !2

2
d@u~r !# DdrG ,

~29!

d~u!5R21F2km
2 u2F ln

e322g

km
2 u2 G . ~30!

Computation of Eq.~29! would be straightforward if the
phase-structure-function densityd(u) were quadratic.12 Each
of our methods, including the old, is essentially a perturba-
tive expansion in powers of the difference ofd(u) and a
suitably chosen quadratic approximation.

We introduce a constantu0 and expandd as follows:

d~u!5R21F2km
2 u2 ln

e322g

km
2 u0

2 1pu~u!, ~31!

pu~u![R21F2km
2 u2 ln

u0
2

u2 . ~32!

The termpu(u), and an analogous termpv(v) ~with an
analogous constantv0!, will take the role of the small quan-
tity, allowing us to expandK̄(Dt) in a perturbation series
based on expansion of the exponentials ofpu and pv in a
Taylor series,

K̄~Dt !5K̄0~Dt !1K̄u1K̄v1... . ~33!

To simplify notation, we introduce a weighted path in-
tegral
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^^ f @u~• !,v~• !,r 8,Dt#&&

[NE E D@u#D@v# f @u,v,r 8,Dt#

3expF ik0E
0

R

u̇v̇dr2R21LF2

3E
0

RFv2 ln
e322g

km
2 v0

2 1
$v2%~Dt !2

2
u2 ln

e322g

km
2 u0

2 GdrG .
~34!

It is helpful to considerf @u(•),v(•),r 8,Dt# both as a
function and a functional ofu and v. In other words,f de-
pends in the usual manner on the functional integration vari-
ablesu(r ) and v(r ), and in addition we will treatf as a
function of u andv evaluated at a particular range,r 8.

Using Eqs.~29!, ~31!, and~34!, we write

K̄0~Dt !5^^1&&,

K̄u~Dt !52
$v2%~Dt !2

2 E
0

R

dr8^^pu@u~r 8!#&&, ~35!

K̄v~Dt !52E
0

R

dr8^^pv@v~r 8!#&&.

1. Zeroth-order perturbation terms

Carrying out the quadratic path integrals,10 we find

K̄0~Dt !5
1

ucos~f!u
, ~36!

where

f[2ei3p/4FALF $v2%~Dt !2

2
lnS e322g

km
2 u0

2 D lnS e322g

km
2 v0

2 D G1/4

. ~37!

2. First-order perturbation terms

K̄u~Dt !52$v2%~Dt !2
F2

R

1

ucos~f!u

3E
0

R

dr8F lnFkm
2 eg22

eu~r 8!
Geu~r 8!G , ~38!

K̄v~Dt !522
F2

R

1

ucos~f!u E0

R

dr8F lnFkm
2 eg22

ev~r 8!
Gev~r 8!G ,

~39!

eu~r 8![
L2F2

A2
S t

t I
D 23/2F lnS e322g

km
2 v0

2 D
lnS e322g

km
2 u0

2 D 3G 1/4

3RF sin~f!1sinS fS 122
r 8

R D D
eip/4 cos~f!

G , ~40!

ev~r 8![
1

4A2F2 S t

t I
D 1/2F lnS e322g

km
2 u0

2 D
lnS e322g

km
2 v0

2 D 3G 1/4

3RF sin~f!1sinS fS 122
r 8

R D D
eip/4 cos~f!

G . ~41!

3. Determination of u 0,v0

We present three methods for determining the values of
u0 andv0 : the old, the mean-field, and the new approxima-
tions. The old method was introduced by Flatte´, Reynolds,
and Dashen.3

Old approximation. The ‘‘old’’ approximation involves
order-of-magnitude estimates of the parametersu0 and v0

based on the region of the dominant contribution to the inte-
grand of Eq.~29!. Once chosen, these parameters are put into
the expression forK̄0(Dt) of Eq. ~36!, leading to the desired
approximation toK̄(Dt). The values ofu0 andv0 are found
to be3

v0
25

Rf
2

LF2 , u0
254Rf

2LF2 ln~F2e322g!. ~42!

Mean-field approximation. The mean-field approxima-
tion is conceptually identical to the old approximation. How-
ever, the emphasis is on finding an approximation valid for
larger time separations, and on allowing one of these param-
eters to vary with the timeDt,

v0
25

Rf
2

LF2 ln~e322gF2!
, u0

25
t I
2

~Dt !2

4Rf
2LF2

lnS e322g

L2F2D . ~43!

New approximation. In the new approximation,u0 and
v0 are chosen by constraining the first-order perturbation
terms to vanish:K̄u5K̄v50. These constraints turn out to be
integral equations.

E
0

R

dr8 lnFkm
2 eg22

eu~r 8!
Geu~r 8!50,

~44!

E
0

R

dr8 lnFkm
2 eg22

ev~r 8!
Gev~r 8!50.

C. Analysis of first-order terms Iu
1 and Iv

1

1. Calculation of I u
1

It is noted that the sumI u
01I u

1 is an integral exactly
analogous to that given in Eqs.~14! and~15! of Dashen and
Wang,13 except thatb ~or g! now contains a factor ofRt . As
a consequence, we are able to estimate10 the value ofI u

1 as
D/2 whereD is the experimentally observed difference be-
tween^I 2& and 2.

2. Calculation of I v
1

~a! Dt!t I . In this region we use anad hoc interpolation
between the point atDt50, which we take from the ex-
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perimentally observed̂I 2&, and the calculations of the
next section, which give the result atDt5t I and larger.

~b! Dt*t I . For Dt*t I , the integrand of Eq.~25! is cut off
when theM0 exponent grows to order unity. TheM1

term remains small, so it is appropriate to expand out the
term in brackets. We introduce the notationh(Dt) for
this largeDt approximation forI v

1.

h~Dt ![E
0

R

dr8E E D@u#D@v#eik0*0
Ru̇v̇dre2M0~u,v,Dt !

3@v~r 8!2d9@u~r 8!##. ~45!

We analyze Eq.~45! with the techniques of Sec. IV B.
The values ofu0 andv0 used to approximateK̄(Dt) can be
used for approximatingh(Dt) because the support of the
integral in Eq.~45! is substantially similar to that of Eq.~29!.

To simplify the expression forh(t), we introduce the
substitutions,

d9@u#5
2LF2

R E
2`

`

dq
Q~ uqu21!

q
e2 iqkmu,

~46!

v252
1

km
2 E

2`

`

dqd9~q!e2 iqkmv.

The first equality above is obtained by differentiating
both sides of Eq.~12! with respect toDz and substituting in
the expression forP~k! of Eq. ~8!. The second equality fol-
lows from the properties of the Dirac delta function. Equa-
tion ~45! can be expressed in terms of the bracket notation of
Sec. IV B,10

h~Dt !52Rt

F2

R E
0

R

dr8E
2`

`

dq1

Q~ uq1u21!

q1
E

2`

`

dq2d9~q2!

3^^exp@2 iq1kmu~r 8!2 iq2kmv~r 8!#&&. ~47!

Carrying out this quadratic path integral, we find10

^^exp@2 iq1kmu~r 8!2 iq2kmv~r 8!#&&

5
1

ucos~f!u
e2euq1

2
2evq2

2
22ihuvq1q2, ~48!

where the quantitiesf, eu , andeu have been defined in Eqs.
~37!, ~40!, and~41!, respectively. The quantityhuv is defined
by

huv~r 8![
AL

4F

IF 2 sinFfS 12
r 8

R D GcosS f
r 8

R D
eip/4 cos~f!

G
F lnS e322g

km
2 v0

2 D lnS e322g

km
2 u0

2 D $v2%~Dt !2

2 G1/4. ~49!

The symbolI @X# denotes the imaginary part ofX.
Keeping terms of first order in the small parameters, we

expand Eq.~48! in a Taylor series, and retain the lowest
order expression forh,

h~Dt !'
2RtF

2

ucos~f!uR

3E
0

R

dr8H ev~r 8!@2 ln@eu~r 8!#2g#12
huv

2 ~r 8!

eu~r 8! J .

~50!

V. SIMULATION OF ACOUSTIC PROPAGATION

We have implemented a numerical simulation of acous-
tic propagation through internal waves to provide a basis for
comparison with the theory. The simulation uses a parabolic-
equation-based algorithm to propagate a plane wave through
phase screens which mimic internal-wave behavior.14,15

A. Propagation algorithm

It has been remarked by Flatte´ et al. that the parabolic-
equation simulation method uses exactly the same expres-
sions that Feynman used to introduce the path-integral
formalism.1 Feynman wrote the path integral in terms of
phase screens, and then took the limit in which the number
of screens goes to infinity. We use a parabolic-equation-
based approach with a finite number of screens to simulate
the model described in Sec. I. See Jensenet al.16 for a review
of the literature on parabolic-equation methods.

B. Simulation parameters

The length scales which must be specified are the
Fresnel radiusRf and the length scales associated with the
power spectral density of the propagating medium. In other
words, a given simulation corresponds to an infinite set of
range-frequency combinations~i.e., those which determine
the specified Fresnel radius!.

The functional form of the power spectrum of the phase
screens must be specified. For all simulations presented in
this work, the power spectral density of the phase screen is
assumed separable in time and space. The spatial power
spectrum is given by Eq.~8!, and the temporal power spec-
trum is chosen to be consistent with Eq.~3!.

C. Sampling requirements

Martin and Flatte´ have carefully discussed spatial sam-
pling constraints with particular regard to adequate represen-
tation of the entire dynamical range of the intensity
fluctuations.17

Minimal sampling requirements were first estimated by
the methods of Martin and Flatte´17 and then confirmed by
convergence testing. For the simulation results presented in
this paper withLF2540.0 andLF50.2, the Fresnel radius
was taken to be 120 in grid units. To obtainL51•1021, the
outer scale was approximately 26 000 grid units, and the spa-
tial dimension of the simulation was 2175131 072. Since the
inner scale is given by the spacing of the grid, there are
approximately 26 000 modes representing the internal-wave
field. These parameters represent an oversampling, but this
was found to lead to fast statistical convergence of the simu-
lation.
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VI. SINGLE-SCREEN COMPARISONS

A. Perturbative calculation of K̄ „Dt …

Results which indicate the validity of the perturbative
calculation ofK̄(Dt) outlined in Sec. IV B will be summa-
rized here.

Figure 1 shows the normalized time-coherence function
K̄(Dt) for various approximations, for the case of a single-
phase screen. In this situation, where we calculateK̄ rather
than^I (0)I (Dt)&, it is possible to obtain the exact result by
numerical integration of Eq.~29!. It is seen that the approxi-
mations that incorporate something of the new approach are
excellent, while the old approximation technique misses by
as much as a factor of two at particular times.

Figure 2 provides an indication of the size of the pertur-
bation terms. The sum of the first- and second-order pertur-
bation terms, divided out by the zeroth-order term, is plotted
for the various approximations. It is seen that the new ap-
proximation provides a very accurate estimate of the normal-
ized time-coherence functionK̄(Dt).

Figure 3 shows the behavior ofu0 andv0 as a function
of time, for the various approximations. The ability of the
newer approximations to allowu0 andv0 to differ for differ-
ent time intervals in the coherence function is important to
their success.

B. Intensity coherence in time

We present two theoretical results for^I (0)I (Dt)& and
compare them with simulation data. Both of these theoretical
results make use of the new approximation calculation of
K̄(Dt). The first theory is obtained from the first-order ex-
pression given in Eq.~28!, with the results of Secs. IV B and
IV C used to replaceK̄(Dt), I u

1, and I v
1. However, these

equations are valid only forDt.t I . In order to provide a
result for smallDt, we use a linear combination ofK̄(Dt)

and a constant. The coefficient ofK̄(Dt) and the constant are
determined bŷ I (0)I (Dt)& at Dt5t I ~calculated from our
equations! and atDt50 ~determined empirically from ex-
perimental data or from simulations!. The second theory is
the zeroth-order result of Eq.~27! multiplied by^I 2&/2 ~again
determined from experimental data or from simulations! so
that there is agreement at the origin. Figure 4 shows the
simulation results compared with these two theories. The
agreement is excellent.

VII. CONTINUOUS-CASE COMPARISONS

A. Perturbative calculation of K̄ „Dt …

Results which indicate the validity of the perturbative
calculation of the normalized time-coherence function out-
lined in Sec. IV B will be presented here.

Figure 5 showsK̄ for various approximations, for the
continuous case. In this situation it is not possible to obtain
the exact result by numerical integration. However, we have
confidence in the analytic calculations because of the agree-
ment seen in the single-screen case, and because of the
agreement between simulation and analytics that we will
show later for̂ I (0)I (Dt)&. It is seen that all the approxima-
tions that incorporate something of the new approach give
very closely the same result, while again the old approxima-
tion technique misses this presumably correct answer by as
much as a factor of two at particular times.

Figure 6 shows the normalized sum of perturbation
terms through second order for the various approximations.

FIG. 1. Approximations toK̄(Dt), plotted with the numerical-integration
result in the single phase-screen case withLF2540 andLF50.2. The
squares represent the results of a numerical integration of Eq.~29!. The solid
curve is the approximation toK̄(Dt) obtained in the ‘‘new’’ approach, the
dashed curve is the ‘‘mean-field’’ approximation, and the dash-dot curve is
the ‘‘old’’ result.

FIG. 2. Sum of first- and second-order perturbation terms divided by the
zeroth-order result for the single-screen case withLF2540 andLF50.2.
Note that the ordinate axis for the old approximation is scaled by a factor
of 25.
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It is seen that the new approximation is quite accurate for all
relevant times.

Figure 7 shows the behavior ofu0 andv0 as a function
of time, for the various approximations. Again, the ability of
the newer approximations to allowu0 and v0 to differ for
different time intervals in the coherence function is impor-
tant to their success.

FIG. 3. Behavior ofu0 and v0 , the logarithmic constants, for the single
phase-screen case withLF2540 andLF50.2. The values are represented
for the old, mean-field, and new approximations by dash-dot, dashed, and
solid lines, respectively.

FIG. 4. Simulated intensity coherence function in time^I (0)I (Dt)& for
LF2540 andLF50.2 plotted against theoretical results presented in the
text for the single phase-screen case. The simulation data are marked with
the circles. The dash-dot curve is the zeroth-order result for^I (0)I (Dt)&
@Eq. ~27!# multiplied by a constant to force agreement at the origin. The
solid curve is the first-order result for^I (0)I (Dt)& @Eq. ~28!#. This result is
calculated explicitly forDt.t I and approximated with a linear function of
the zeroth-order result forDt,t I . This approximation is constrained to
agree with simulation data at the origin and with the calculated value of
^I (0)I (t I)&.

FIG. 5. Approximations toK̄(Dt) in the continuous case withLF2540 and
LF50.2. The solid curve is the approximation toK̄(Dt) obtained in the
‘‘new’’ approach, the dashed curve is the ‘‘mean-field’’ approximation, and
the dash-dot curve is the ‘‘old’’ result.

FIG. 6. Sum of first- and second-order perturbation terms divided by the
zeroth-order result for the continuous case withLF2540 andLF50.2.
Note that the ordinate axis for the old approximation is scaled by a factor
of 10.
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B. Intensity coherence in time

This section will present a comparison of the results of
the simulation with the theoretical calculation of the intensity
coherence in timêI (0)I (Dt)& @which includes the calcula-
tion of the normalized time-coherence functionK̄(Dt)#.

We present two theoretical results for^I (0)I (Dt)&.
These are the same two theories that are explained in the
single-screen case~Sec. VI B!. Figure 8 shows the simulation
results compared with these two theories. The agreement is
quite good.

VIII. COMPARISON WITH THE AFAR EXPERIMENT

We use the results summarized above to predict the ob-
served intensity coherence function in time for a transmis-
sion from the Azores Fixed Acoustic Range~AFAR!
experiment.18,19 We focus specifically on the 35-km trans-
mission centered at 1010 Hz, which is found to be in the
partially saturated regime. Reynoldset al.also found the sta-
tistics of the sound field to be nominally fit by the Garrett–
Munk internal-wave formulation with the following param-
eter values:n0B53.0 cph-km,z0513.1 m, andj * 53, and
determined the fluctuation parameters, using the definitions
given in Flattéet al.,1 asLF253.0 andLF50.17.20

In order to compare the experimental results with the
theoretical predictions made above, we proceed from the as-
sumption that the environment is homogeneous along the
ray. The average Fresnel radius is found to beAR/6k0

537 m. Using Eq.~12! we find our spectral cutoff to be
km52.7•1023 m21. We determine the average internal-
wave frequency by equatingn2 given in Reynoldset al.4

with F2$v2%(Dt)2, and we find$v2%51.28 h21.
The predictions for the time-coherence function made

using these numbers are plotted in Fig. 9 against the AFAR
experimental data.4 It can be seen that the decoherence time
predicted by the mean-field approximation is a factor of 2
larger than that indicated by the data, whereas the old ap-
proximation predicts a decoherence time a factor of 4 larger.

FIG. 7. Behavior ofu0 andv0 , the logarithmic constants, for the continuous
case withLF2540 andLF50.2. The values are represented for the old,
mean-field, and new approximations by dash-dot, dashed, and solid lines,
respectively.

FIG. 8. Simulated intensity coherence function in time^I (0)I (Dt)& for
LF2540 andLF50.2 plotted against theoretical results presented in the
text for the continuous case. The simulation data are marked with the
circles. The dot-dashed curve is the zeroth-order result for^I (0)I (Dt)& @Eq.
~27!# multiplied by a constant to force agreement at the origin. The solid
curve is the first-order result for̂I (0)I (Dt)& @Eq. ~28!#. This result is cal-
culated explicitly forDt.t I and approximated with a linear function of the
zeroth-order result forDt,t I . This approximation is constrained to agree
with simulation data at the origin and with the calculated value of
^I (0)I (t I)&.

FIG. 9. Intensity coherence function for 35-km AFAR transmission at 1010
Hz. AFAR data from Flatte´ et al. ~Ref. 4! are shown as open circles. The-
oretical curves represent calculations of the time-coherence functionK̄(Dt)
in the old ~dash-dot line!, new ~solid line!, and mean-field~dashed line!
approximations with the assumption of no waveguide and homogeneous
internal waves.
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This discrepancy can be understood in light of the impor-
tance of the sound channel to the experimental analysis.
Flattéet al. showed that changing just the algorithm used to
smooth the experimental sound channel can change the pre-
dicted decoherence time by a substantial factor.4

The substantial difference between the predictions of the
old and newer approximations suggests that it will be worth-
while to predict the time-coherence function using the meth-
ods presented here in conjunction with the actual sound
channel of the AFAR experiment. This is proposed as an
avenue of future research.

IX. SUMMARY

We have developed an analytic method for evaluating
the temporal coherence function of acoustic intensity for
propagation through ocean internal waves. We have shown
by comparison with simulations using the parabolic equation
that our analytic method is accurate within a few percent for
cases in partial saturation. Our demonstrations and first cal-
culations have been done without a sound channel, and this
has prevented us from getting good agreement with~the
AFAR! experiment at this time. However, even without a
sound channel, the method is useful for predicting rough
values of intensity coherence times for a wide variety of
ocean cases. We expect to be able to generalize to the sound-
channel case in the near future.
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Time-reversing array retrofocusing in noisy environments
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Acoustic time reversal is a robust means of retrofocusing acoustic energy, in both time and space,
to the original sound-source location. However, noise may limit the performance of a time-reversing
array~TRA! at long source–array ranges, or when the original-source or TRA-element power levels
are low. The operation of a TRA requires two steps~reception and transmission! so both
TRA-broadcast noise and ambient noise must be taken into account. In this paper, predictions are
made for how a simple omnidirectional noise field influences the probability that the signal
amplitude from a narrow-band TRA will exceed the noise at the TRA’s retrofocus. A general
formulation for the probability of TRA retrofocusing, which can be used for TRA design, is
developed that includes: the variance of the noise field, the original source strength, the TRA’s
element output power, the number of TRA elements~N!, and the propagation characteristics of the
environment. This formulation predicts that a TRA’s array gain~in dB! at the retrofocus may be as
high as110 log10(N) to 120 log10(N) depending on the relative strengths of the original source
and the TRA’s elements. Monte Carlo simulations in both a free-space environment and a
shallow-ocean sound-channel environment compare well to this probability formulation even when
simple approximate parametric relationships for the appropriate Green’s functions are used. The
dominant deviation between theory and simulation in the sound channel is caused by acoustic
absorption. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1338560#

PACS numbers: 43.30.Vh, 43.30.Yj, 43.60.Cg, 43.30.Nb@DLB#

I. INTRODUCTION

In the past decade, acoustic time reversal has been stud-
ied as a solution to a wide range of focusing problems in-
volving complex and unknown media. Recent work in un-
derwater acoustics~Kuperman et al., 1998; Songet al.,
1998; Khosla and Dowling, 1998; Hodgkisset al., 1999;
Songet al., 1999; Roux and Fink, 2000; Dungan and Dowl-
ing, 2000!, and ultrasound~Fink, 1997; Tanteret al., 1998;
Prada and Fink, 1998; Draeger and Fink, 1999a, b; Mordant
et al., 1999! illustrate this alluring technique’s capabilities
and recent extensions.

For example, two-way underwater communication sys-
tems conform to the operational requirements of TRAs and
might benefit from their special properties. Consider commu-
nication between a surface ship and an untethered submerged
vehicle or instrumentation package which may be several or
several tens of kilometers away. A complete round-trip
acoustic transmission involves an initial signal broadcast
from the submerged device, signal reception and decoding at
the surface ship, a response signal transmitted from the ship,
and final signal reception back at the submerged device. This
type of underwater acoustic data transmission is limited pri-
marily by bandwidth constraints, ambient noise, transducer
broadcast power, and by the complexities of underwater
sound propagation including multipath propagation and ran-
dom variability arising from time-varying ocean surface and
water column properties~Catipovic, 1997!.

The data rate and/or signal-to-noise ratio in this commu-
nication scenario can be enhanced if a time-reversing array

~TRA! is used by the surface ship~or the submerged device!
because a TRA can compensate for multipath propagation.
This compensation is based on a TRA’s inherent ability to
spatially and temporally retrofocus sound in unknown com-
plex acoustic environments by exploiting all available propa-
gation paths between the source and the array~Jackson and
Dowling, 1991; Dowling, 1994; Kupermanet al., 1998;
Roux and Fink, 2000!.

Such compensation may be lost when the effective TRA
aperture is too small and is typically degraded in dynamic
media at a rate that depends on the source–array range, the
acoustic frequency, and the characteristics of the environ-
ment ~Dowling and Jackson, 1992; Dowling, 1993, 1994;
Khosla and Dowling, 1998; Dungan and Dowling, 2000!.
However, little or no information is available on the limits of
TRA performance in noisy environments. The present paper
discusses the limitations imposed on the narrow-band perfor-
mance of a TRA by a simple ambient noise field. Comple-
mentary results are provided by Yoo and Yang~1998! on
signal-processing performance improvements for receive ar-
rays in the presence of ambient noise, and by Baggeroer
et al. ~1988!, who studied the influence of noise on the Bar-
tlett matched-field processor—which is computationally
similar to acoustic time reversal—and evaluated its Cramer–
Rao bound.

Aspects of narrow-band TRA performance include ret-
rofocus amplitude, retrofocus size, and the presence or ab-
sence of spatial sidelobes~spurious retrofoci!. Here, the main
indication of TRA performance will be the relative ampli-
tudes of signal and noise at the retrofocus location. A field-
amplitude-based performance description was chosen be-
cause it is the most important for the envisioned underwater
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communications applications of this technology with station-
ary or slowly moving sources and arrays. Here, the intended
receiver lies at or near the retrofocus location~the intended
focus! so it does not listen to or become confused by spatial
sidelobes~unintended foci!. Thus, spatial sidelobes need
only be considered for this communication application if the
transmitted signals must have a low probability of intercep-
tion. In addition, our investigations showed that the TRA
retrofocus size lacked any trend with increasing noise level
and was instead primarily governed by the acoustic fre-
quency and the characteristics of the environment. Compu-
tational results for TRA retrofocus size~and peak-to-sidelobe
ratios! are provided in Dungan and Dowling~2000!.

The main goal of this paper is to provide a theoretical
framework along with some specific performance predictions
for TRAs in noisy free-space and shallow-ocean sound-
channel environments. Time-varying environments are not
considered. The framework leads to a general analytical scal-
ing law for the probability~w! that the intended signal am-
plitude exceeds the noise amplitude at the TRA’s retrofocus
and includes the noise field variance (sn

2), the original
source strength (Ms), the broadcast power of the TRA’s
elements (Po), the number of TRA elements~N!, the
source–array range~R!, and other propagation characteristics
of the environment. The utility of the formal results lies in
their capacity to separate the regions in parameter space
where a TRA will, and will not, reliably work. For example,
the 50%-probability-of-retrofocus contour may adequately
define such a boundary for preliminary TRA design or
application-selection purposes. However, the framework de-
veloped here is sufficiently flexible to allow lower or higher
probabilities.

An omnidirectional noise field was used in both of the
acoustic environments considered in this investigation, even
though it may not accurately represent the noise field in a
shallow-ocean sound channel. The hope here is that results
obtained with such a simple noise field will be broadly in-
dicative of TRA performance for any noise field. There were
several reasons for this selection, the main one being sim-
plicity; the entire noise field is characterized by one param-
eter, sn

2. Additionally, the effects of nonuniform or direc-
tional noise would best be addressed after the
omnidirectional noise results are established as a basis for
comparison. Moreover, under actual operational conditions,
known directional noise sources could be removed from the
TRA output by adaptive-beamformer nulling techniques
~Steinberg, 1976; Yoo and Yang, 1998!. And finally, omni-
directional noise may, in fact, present the most serious chal-
lenge to the array because a portion of the noise source al-
ways appears to be collocated with the original sound source.

The remainder of this paper is organized into four sec-
tions. A description of the mathematical framework for
acoustic time reversal with ambient noise is discussed in the
next section. Here, the necessary development and defini-
tions for the TRA’s amplification factor, the received signal-
to-noise ratio at the array, and the signal-to-noise ratio at the
retrofocus are provided. These definitions are then used to
generate a general scaling law for the probability of retrofo-
cusing. Section III presents the results of a study of time

reversal in a noisy free-space environment. The results from
a similar investigation for a shallow-ocean sound channel are
described in Sec. IV. The final section summarizes the find-
ings and states the conclusions drawn from this research.

II. MATHEMATICAL FORMULATION

This section presents the formal development of how
noise affects a time-reversing array. The operating cycle for
a TRA involves two essential steps. First, the acoustic waves
emanating from a sound source propagate to and are re-
corded by the TRA along with the ambient noise at the array.
Second, this recording of signal plus noise is time reversed,
scaled by an amplification factor, and retransmitted into the
acoustic environment. As previously mentioned, some extra
signal processing or analysis may take place as part of the
second step. Ambient noise creates at least three challenges
for a TRA. First, the array always rebroadcasts some~or all!
of the noise it receives and this introduces additional noise
into the environment which can obscure the retrofocus. Sec-
ond, the maximum possible signal amplification is lower in
noisy environments because the array wastes power rebroad-
casting noise. And third, at long ranges, ambient noise may
overwhelm an otherwise acceptable retrofocus field. All
these factors are accounted for in the following development.

For consistency with previous work~Jackson and Dowl-
ing, 1991!, a discrete version of the time-invariant, narrow-
band weighted-monopole formulation for the time-reversal
process was chosen as the starting point

PTRA~r f ,r s ,v!5(
i 51

N

$MsG~r i ,r s ,v!1n~r i !%*

3AG~r f ,r i ,v!1n~r f !. ~1!

Here,PTRA(r f ,r s ,v) is the TRA’s pressure-field response at
the field point r f due to a point source located atr s , r i

denotes the array-element locations,v is the acoustic fre-
quency in radians per second,G(r2 ,r1 ,v) is the Helmholtz-
equation Green’s function at frequencyv between locations
r1 to r2 , n(r i) andn(r f) are the complex random noise field
at the array-element and field-point locations, respectively,A
is the array’s amplification factor, andMs is the source
strength. It is related to the source level: SL
520 log10$Ms /A2Pref(1m)%, wherePref is 1 mPa. The total
field received by an array element appears in$ % braces in~1!
and consists of the signal from the source,MsG(r i ,r s ,v),
plus the local ambient noise,n(r i). This total field is then
complex conjugated~complex conjugation is equivalent to
time reversal for narrow-band signals; Jackson and Dowling,
1991! and multiplied by the array amplification factor prior
to retransmission from the array and propagation to the field
point, r f .

For any actual TRA, there will be a limit on how much
power each transducer element can deliver. In addition, the
relationship that determines the broadcast amplitude of the
array must only contain quantities that are measured by the
TRA or can be easily estimated. These restrictions are built
into the amplification factorA, used in this study
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A25
rocPo/2p

~1/N! ( i 51
N $uMsG~r i ,r s ,v!u21^un~r i !u2&%

, ~2!

which limits the average power output per monopole array
element toPo . In ~2!, the ^ & brackets denote an ensemble
average,ro is the local fluid density, andc is the local speed
of sound. In practice,A would probably be set so thatPo is
comfortably below the maximum power output per element
to prevent clipping during the TRA broadcast, withro andc
set to appropriate reference~or average! values. The denomi-
nator of~2! is the average mean-square pressure received by
an array element assuming that the signal,MsG(r i ,r s ,v),
and the noise,n(r i), are uncorrelated. For a water-column-
spanning TRA, averaging over the array makes the value of

A much less sensitive to the spatial distribution of the signal
and noise fields.

Because the TRA operation cycle requires two steps,
there are two signal-to-noise ratios that govern TRA perfor-
mance. For ease of manipulation, both are defined without
decibels. The first is the average received signal-to-noise ra-
tio for an individual element at the array, SNRr . It is one of
the main independent parameters of this investigation and is
defined here as

SNRr5
( i 51

N uMsG~r i ,r s ,v!u2

( i 51
N ^un~r i !u2&

. ~3!

The second is the signal-to-noise ratio at the retrofocus,
SNRf . This is the main performance parameter for TRA and
is defined by

SNRf~r f !5
uŝu2

^un̂u2&
5

A2u( i 51
N MsG* ~r i ,r s ,v!G~r f ,r i ,v!u2

^un~r f !u2&1A2( i 51
N ( j 51

N ^n~r i !n* ~r j !&G~r f ,r i ,v!G* ~r f ,r j ,v!
, ~4!

because it must include the two noise components. The nu-
merator of~4! is the mean-square signal pressureuŝu2 pro-
duced by the TRA atr f . The denominator of~4! is the ex-
pected mean-square noise pressure^un̂u2& at r f ; the first term
represents the ambient noise at the field point, and the second
terms represents the noise unintentionally broadcast by the
TRA. Here, it has been assumed thatr f is sufficiently distant
from the array~located atr i! so that these two noise compo-
nents are uncorrelated. The main conclusion to be drawn
from ~4! is that the desired realm of high SNRf will only
occur when the contributions of ambient noise and TRA-
broadcast noise are both small.

Up to this point no restrictions have been placed on the
noise field, and~1!–~4! are fully general for narrow-band
signals in time-invariant environments. However,~3! and~4!
include the noise field’s statistics so further simplification of
these formulas necessitates the selection of a noise model. In
this paper, a uniform omnidirectional noise field is used

^n~r i !n* ~r j !&5sn
2

sin~kur i2r j u!

kur i2r j u
, ~5!

wherek5v/c is the acoustic wave number, andsn
2 is the

variance of the noise field. For this simple noise field, if the
array elements are assumed to be spaced at integer multiples
of half an acoustic wavelength, or in a more general noise
field when the element spacing is sufficiently large so that
^n(r i)n* (r j )&'0 (iÞ j ), then atr f5r s ~4! reduces to

SNRf~r s!5
Ms

2A2$( i 51
N uG~r i ,r s ,v!u2%2

sn
2@11A2( i 51

N uG~r i ,r s ,v!u2#
. ~6!

Furthermore, if the array elements are relatively loud or the
source–array range is not too long@i.e., AG(r i ,r s ,v)@1#,
then ~3! and ~4! in decibel form yield

SNRf~r s!5SNRr110 log10N. ~7!

Thus, in this idealized case, the ideal array gain~see Jensen
et al., 1994! should be recovered at the original source loca-
tion independently of the acoustic environment.

As will be seen~Fig. 2!, a clear retrofocus forms reliably
once SNRf is somewhat above110 dB while the retrofocus
is consistently overwhelmed by noise when SNRf is less than
210 dB or so. Hence, the last step in this development is to
relate SNRf to the probabilityw that the mean-square signal
amplitudeuŝu2 exceeds the mean-square noise amplitudeun̂u2

at r f5r s . This probability criterion can be stated as

E
0

uŝu2
PDF~ un̂u2!d~ un̂u2!5w, ~8!

where PDF(un̂u2) is the probability density function for the
total retrofocus noise field. Ifun̂u is Rayleigh distributed~a
typical assumption!, then PDF(un̂u2) is merely a decaying
exponential so~8! produces

12expH 2
uŝu2

^un̂u2&J 512exp$2SNRf~r s!%5w, ~9!

a form of the desired relationship. It must be noted here that
~9! is an approximation becauseun̂u2 may not be exponen-
tially distributed since it is a weighted sum of ambient and
TRA-broadcast noise components. However, the exponential
assumption for the distribution ofun̂u2 should be good at long
ranges@i.e., whenAG(r i ,r s ,v)!1# whereun̂u2 is dominated
by the lone noise term representing ambient noise at the
retrofocus location.

These formal results can be cast into a convenient ana-
lytical form that includes all the various parameters and fa-
cilitates comparisons with the Monte Carlo simulations de-
scribed in the next two sections. Combining~2!, ~3!, ~6!, and
~9! produces
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SNRf~r s!5 lnF 1

12w G5
N2XY

11NX1Y
, ~10a!

or

Y5

SNRf~r s!S N1
1

XD
N22

SNRf~r s!

X

, ~10b!

where X and Y are dimensionless ratios that represent the
loudness of the TRA’s elements and the original source with
respect to the noise. These ratios are defined by

Y5
Ms

2

Nsn
2 (

i 51

N

uG~r i ,r s ,v!u25SNRr , ~11!

and

X5
rocPo

2pNsn
2 (

i 51

N

uG~r i ,r s ,v!u2. ~12!

The dimensionless ratioY is proportional toMs
2/sn

2 and is
merely the received signal-to-noise ratio of~3! simplified for
uncorrelated noise between array elements. The dimension-
less ratioX is proportional toPo /sn

2 and is the average
signal-to-ratio atr s for the sounds transmitted by a single
element of the TRA. WhenX@1, the array elements are
capable of producing loud sounds at the original source lo-
cation compared to the ambient noise. For a fixed transducer
power, this situation will occur at short source–array ranges
or when the noise level is low. WhenX!1, the TRA’s trans-
mission is quiet compared to the ambient noise at the origi-
nal source location. For a fixed transducer power, this situa-
tion will occur at long source–array ranges or when the
ambient noise level is high.

Equations~10!–~12! include all the parameters of inter-
est to a system designer (Ms ,Po ,sn

2,N,w) and can be evalu-
ated for particular source–array ranges~R! and acoustic fre-
quencies if uG(r i ,r s ,v)u can be calculated or estimated.
Fortunately, only the magnitude ofG(r i ,r s ,v) is needed to
evaluate~11! and ~12!. This facilitates the use of~10! for
TRA system design because approximate scaling laws for
uG(r i ,r s ,v)u2 can be developed while there is little hope of
correctly determining the phase ofG(r i ,r s ,v) in complex
environments without measurements or full-wave computa-
tions.

The utility of ~10! can be illustrated as follows. If it is
necessary to achieve a certain value ofw, ~10! specifies the
combinations ofN, X, andY necessary to reach this objec-
tive. For example if aw50.95, or equivalently SNRf
53.00, is required from a TRA with a dozen array elements,
then any combination ofX and Y satisfying Y(144X23)
53(12X11) should be effective. Thus, a system designer
can determine how to partition resources between the source
~represented byY! and the array~represented byX! with only
minimal information.

A TRA should work well when bothY andX are large,
i.e., when both the original source and the TRA’s broadcast
are loud compared to the noise. However, TRA performance
is limited when one or the other is relatively quiet. Given

that X andY are always positive, the form of~10b! leads to
two limiting regimes:strong sourceand strong array. In
both regimes,N plays a differing but important role in deter-
mining whether or not a TRA will retrofocus.

The strong source regime occurs whenY→`. In this
limit, ~10a! requires SNRf(r s)→N2X and ~9! reduces tow
>12exp$2N2X%. Thus, whenY is large, the array produces
a dB broadcast array gain of120 log10N with respect toX,
and the retrofocus probability is determined by the array’s
broadcast capabilities. The lower limit onX in this regime,
SNRf(r s)/N

2, corresponds to the minimum possible TRA
broadcast~i.e., no rebroadcast noise!. At this limit, further
improvement of the source broadcast~i.e., an increase inY!
does not produce any performance improvement because
SNRf(r s) is determined entirely by how loud the array’s
broadcast is compared to the focal ambient noise. Naturally,
values ofX below its lower limit do not produce the requisite
SNRf(r s).

The strong array regime occurs whenX→`. In this
limit, ~10b! requiresY→SNRf(r s)/N, and ~9! reduces tow
>12exp$2NY%. Thus, whenX is large, the array produces a
dB broadcast array gain110 log10N with respect toY @see
~7!#, and the retrofocus probability is determined by the qual-
ity of the received source broadcast. Here, the broadcast ar-
ray gain is smaller than that for the strong source regime
because the array is rebroadcasting noise. In fact, the lower
limit on Y in this regime, SNRf(r s)/N, corresponds to the
maximum possible rebroadcast noise that the TRA can man-
age while still achieving the requisite SNRf(r s).

The final results embodied in~10!–~12! capture all the
essentials. This formulation is useful because contours of
constantw in the X–Y plane can be used to predict the
parametric regions where a TRA will or will not work.

III. NOISY FREE-SPACE ENVIRONMENT

As can be clearly seen by the presence ofG(r2 ,r1 ,v) in
~1!–~4!, ~6!, ~11!, and ~12!, the acoustic environment influ-
ences how well a TRA works. This section presents both
theoretical and simulation results for a free-space environ-
ment, i.e., G(r2 ,r1 ,v)5(1/ur22r1u)exp(ikur22r1u) where
k5v/c52p/l, andl is the acoustic wavelength. The simu-
lation results are based on a numerical implementation of~1!
where the real and imaginary parts ofn(r ) were obtained
from a Gaussian random number generator. For each trial, a
successful retrofocus was declared if the TRA-broadcast sig-
nal amplitude exceeded the total noise amplitude at the in-
tended retrofocus location,r s . The retrofocus probability for
each set of parameters was determined by tabulating the re-
sults from 1000 trials. For this effort, the TRA’s retrofocus
location is defined as the original source location whether or
not an absolute local maximum in the TRA-produced acous-
tic field exists there. Thus, this definition includes the array’s
far field where an acoustic beam is formed and there is no
field maximum in the propagation direction, and the array’s
extreme near field where a complicated interference pattern
may form. Considerations for near-field and far-field focus-
ing in free-space are provided by Ziomek~1993!.

The basic broadside performance of a linear TRA in a
noisy free-space environment is shown in Figs. 1 and 2 for
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the strong array limit. Figure 1 presents results for the far
field of the array whereR.L2/4l with R5source–array
range andL5length of the array~Kinsler et al., 1982!. The
retrofocus probability is plotted versus SNRr in decibels, for
array-element numbersN55, 11, 21, and 41 forL520l and
R52000l. As expected, for any fixedN, the retrofocus
probability increases monotonically with increasing SNRr .
In addition, at any SNRr , the curves for largerN have higher
focal probabilities. Figure 2 contains both near-field and far-
field results, but employs SNRf in decibels on the horizontal
axis. Here, the retrofocus probability curves collapse as sug-
gested by~7! and ~9! even though the two shortest ranges,
R52l and R520l, lie in the array’s near field (R
,L2/4l) and N varies by approximately a factor of 8. Al-
though it is not plotted, the analytical curve~9! would lie
amongst the tight bundle of curves in Fig. 2.

The elementary scaling shown in Fig. 2 is successful but
it is incomplete because it does not include the strong source
regime. A full comparison between~10! and simulations that
cover both limiting regimes is given in Fig. 3 for 166.7l
<R<4000l, N541, L520l, and roc51.53106 Pa s/m.
The horizontal and vertical axes areX andY from ~12! and
~11!, respectively. For this figure and the next, the sums of
Green’s functions in~11! and ~12! are approximated by:
(uG(r i ,r s ,v)u2'N/R2. The three curves at increasing dis-
tance from the origin of Fig. 3 are the locus of retrofocus
probabilities of 1/4, 1/2, and 3/4, respectively. The discrete
symbols corresponding to each probability are plotted at the
appropriate parametric locations of the simulations. The the-
oretical curves match the simulations well over five orders of
magnitude in bothX and Y. The observed small deviations
are probably caused by the use of an assumed probability
distribution in ~9! and ~10!.

Figure 3 diagrams the parametric regions where TRAs
are likely and unlikely to retrofocus. Large values ofX andY
lying to the right or above the probability curves will lead to
reliable TRA retrofocusing. Combinations ofX and Y lying
to the left or below of the curves are regions where TRAs
will be inoperable because of noise. This figure also displays
three parametric ranges: the strong source regime where the
probability curves turn vertical~X,1023 in Fig. 3!, a tran-
sitional regime where the retrofocus probability depends on
both X and Y ~1023,X,1021 in Fig. 3!, and the strong
array regime where the probability curves are horizontal~X
.1021 in Fig. 3!. In the strong source regime, the perfor-
mance of the TRA is limited by the array’s inability to
broadcast loudly enough to overcome the ambient noise at
the retrofocus so the retrofocus probability becomes indepen-
dent ofY and depends only onX andN. This regime sets the
TRA operating range for loud sources. In the strong array
regime, the retrofocus noise is dominated by noise broadcast

FIG. 1. Monte Carlo retrofocus probability versus received signal-to-noise
ratio, SNRr , for a variable number of array elements,N, when the ambient
noise at the retrofocus location is small in a free-space environment. The
array length isL520l, and the source–array range isR52000l. The noise
field is omnidirectional and the array elements are integer half-wavelength
spaced. As expected the retrofocus probability increases monotonically with
increasing SNRr , and largerN allows a TRA to operate at lower SNRr .

FIG. 2. Monte Carlo retrofocus probability versus the signal-to-noise ratio
at the retrofocus, SNRf , for a variableN andR. All conditions are the same
as in Fig. 1 except where noted. The probability curves collapse independent
of N, R, and whether or not the retrofocus lies in the near field of the array.

FIG. 3. Performance diagram for a TRA retrofocusing in a noisy free-space
environment for N541 and L520l. The horizontal axis is X
5r0cP0/2pR2sn

2, a signal-to-noise ratio for the TRA broadcast. The ver-
tical axis is the received signal-to-noise ratioY5Ms

2/R2sn
25SNRr . The

smooth curves are the locus of retrofocus probabilities of 1/4, 1/2, and 3/4
calculated from Eq.~10!. The plotted symbols are the results of the Monte
Carlo simulations for 166.7l<R<4000l. A TRA will reliably focus in a
noisy environment when bothX and Y are large. Agreement between the
theory and the simulations is good.
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by that array soY andN determine the retrofocus probability,
independent of the broadcast strength of the array. This re-
gime sets the TRA operating range for quiet sources and
produces the elementary collapse of retrofocus probability
curves seen in Fig. 2.

The effect of different numbers of array elements is
shown in Fig. 4 which displays the locus of 50% retrofocus
probability inX–Y coordinates forN511, 21, and 41. Note
the greater sensitivity to changes inN in the strong source
regime. As in Fig. 3, the discrete symbols mark the paramet-
ric locations of the simulations. Again, the theory–
simulation agreement is good, which suggests that~10! cor-
rectly predicts the necessary parametric dependence onN.

The comparisons shown in this section make a compel-
ling case for the accuracy of the noise formulation, but were
all constructed using the simple, free-space Green’s function.
While such results may be directly applicable to ultrasonic
TRAs, the effects of a more realistic underwater environment
are considered in the next section. Of course, thea priori
expectation is that the essential features seen in Figs. 3 and 4
will remain unchanged since the Green’s function of the en-
vironment exerts equal influence on both theX andY axes.

IV. NOISY SHALLOW-WATER SOUND CHANNEL

In this section, the theory described in Sec. II is com-
pared to Monte Carlo simulations of TRAs in a noisy
shallow-water sound channel. The effort is conceptually
identical to that in Sec. III except for the replacement of the
free-space Green’s function with one computed using the
wide-angle parabolic-equation codeRAM ~Collins, 1993,
1994, 1998!. The main differences between the sound-
channel and free-space environments are: the sound channel
supports multipath~multimode! propagation, and it incorpo-
rates acoustic absorption which strongly attenuates high-
order modes and hinders TRA retrofocusing. Modal propa-
gation explicitly brings the acoustic wave number~or
frequency! into the formulation, and the absorption losses

make simple range scaling of the Green’s function~like
uGu2'1/R2 for free space! less accurate because each mode
is attenuated at a different rate with increasing source–array
range. The main operational difference between the two en-
vironments is that both the signal and the rebroadcast noise
undergo modal propagation in the sound channel, while in
free-space the noise unintentionally broadcast by the TRA
effectively radiates away omnidirectionally.

The computational shallow-water sound channel chosen
for these simulations was range- and time independent. Its
geometry and properties are shown in Fig. 5. The linear TRA
spanned the water column and the source was placed at mid-
depth in the sound channel~i.e., broadside to the array!. This
source–array configuration was chosen to facilitate compari-
sons with the free-space results. Investigations at several
acoustic frequencies were conducted forR53, 6, 12, and 24
km with N55, 11, 21, and 41. The source–array geometry at
500 Hz andR56 km is precisely the same as the free-space
investigations atR52000l, andL520l. Based on conver-
gence studies, the depth grid spacing was chosen to bel/30
or smaller, the range grid spacing was 4l/3 or smaller, eight
Padéterms were used, and the depth of the computational
half-space was 500 m. Within the last 4l of the computa-
tional bottom the attenuation was ramped up to 10 dB/l to
prevent artificial reflections. One hundred Monte Carlo simu-
lations were performed for each set of parameters.

Figure 6 shows simulation results for the retrofocus
probability versus SNRf in the strong array regime at 500 Hz
for N55, 11, 21, and 41 atR56 km; and forN541 with
R53, 6, 12, and 24 km. As expected, the retrofocus prob-
ability increases with increasing SNRf . Embedded in this
figure is the improvement in the retrofocus probability with
increasingN suggested by~7!. These results are essentially
identical to those shown in Fig. 2. The main difference be-
tween the two figures is the greater statistical convergence
seen in Fig. 2 resulting from the larger number of free-space
Monte Carlo trials. Additionally, the theoretical result~10!
falls nicely among the simulation curves in Fig. 6, thereby

FIG. 4. Same as Fig. 3 except hereN is varied and only the 50% retrofocus
probability curves from Eq.~10! are plotted. As expected, TRAs with more
elements can operate at smaller values ofX andY, i.e., with quieter sources
and less powerful elements. As with Fig. 3, agreement between the theory
and the simulations is good.

FIG. 5. Shallow-water sound-channel acoustic environment. A discrete, lin-
ear, vertical, integer multiple half-wavelength spaced array spans a simple,
time-invariant sound channel with an ambient noise field. A harmonic point
source located at ranges of 3 to 24 km from the TRA launches the initial
acoustic wave. The TRA records both the signal from the source and the
ambient noise field. The bottom has two layers with properties chosen from
Jensenet al. ~1994!.
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suggesting that the chosen probability density function for
the noise is acceptable for parameters leading to the results in
this figure.

A performance diagram similar to the free-space results
in Fig. 3 can be constructed for the sound-channel environ-
ment once a scaling law foruG(r i ,r s ,v)u2 is developed. An
approximate form based on the classical Pekeris-waveguide
modal sum was used in these investigations

uG~r i ,r s ,v!u'b
M

DAkR
, ~13!

whereb is a dimensionless empirical constant,D is the depth
of the sound channel, andM is the number of modes with
propagation angles less than the critical angle for penetration
into the bottom~Frisk, 1994!

M5
2D

l
A12

c2

c1
21

1

2
, ~14!

where c is the average or reference speed of sound in the
water column,c1 is a representative sound speed in the bot-
tom. Here,M was calculated from~14! with D562 m, c
51500 m/s, andc151800 m/s, and then rounded down to
the nearest integer before use in~13! with b50.2. For the
present purposes, the main liability of~13! is that is does not
account for absorption.

The sound-channel results for the locus of the 50% ret-
rofocus probability curve are given in Figs. 7–9 inX–Y
coordinates. These figures show the parametric effects of
changing source–array range, acoustic frequency, and the
amount of bottom absorption. In all these figures,~10!–~14!
were used to produce the theoretical 50% retrofocus prob-
ability curves ~solid lines! while the statistical simulation
results appear as discrete points. Figure 7 shows 50% prob-
ability contour results at 500 Hz (M523) for N541 and

R53, 6, 12, and 24 km. In this figure, the simulation results
move further away from the origin with increasingR. Thus,
TRA operations require a louder sources and more powerful
elements at longer ranges. Figure 8 shows the combined in-
fluence of changes in source-array range and frequency for
N521. It portrays the same four source–array ranges as Fig.
7, but includes the results from three acoustic frequencies:
250 Hz (M512), 500 Hz (M523), and 1 kHz (M546).
For clarity each frequency is plotted as the same symbol with
the longer range simulations producing 50% retrofocus prob-
ability points further from the origin. Comparing different

FIG. 6. Retrofocus probability versus the signal-to-noise ratio at the retro-
focus, SNRf , for a variableN andR, when the ambient noise at the retro-
focus location is small in the shallow-ocean sound channel of Fig. 5. The
jagged curves are from the Monte Carlo simulations at 500 Hz withN
541 andL560 m. The smooth curve is given by~9!. The simulation results
collapse well around the theoretical curve. The remaining scatter is likely
caused by incomplete statistical convergence. The equivalent of Fig. 1 for
these results can be recovered through~7!.

FIG. 7. Performance diagram for a TRA retrofocusing in a noisy shallow-
water sound channel forN541 and L560 m for several source–array
ranges,R, at a frequency of 500 Hz (M523). Here,X andY are computed
from ~11! and ~12! using the approximation~11!. The individual symbols
represent the results of Monte Carlo simulations. The solid line is the locus
of 50% retrofocus probability. Theory–simulation agreement is acceptable,
although acoustic absorption, which is not included in~13!, leads to better
TRA performance at smallerR.

FIG. 8. Performance summary for TRA retrofocusing in a noisy shallow-
water sound channel for several source–array ranges,R, at three frequencies
with N521. The axes are the same as in Fig. 7. The smooth curve is Eq.
~10!. The individual symbols represent the results of Monte Carlo simula-
tions at each frequency for 50% retrofocus probability. In any string of
points, longer range results lie further from the origin. The spread within
each string of points and between the various frequencies is caused by the
lack of absorption in the approximate Green’s function magnitude Eq.~13!
used to generateX andY.
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frequencies in Fig. 8 shows that increasing frequency causes
the 50% retrofocus probability points to move farther from
the origin, essentially the same effect as increasing range.
The results for 24 km at 250 Hz were excluded from the plot
because a proper retrofocus does not form in this case.

The spread in the simulation results shown in Figs. 7 and
8 is primarily caused by the effects of acoustic absorption at
the different ranges and frequencies. In general, acoustic ab-
sorption makes it increasingly difficult for the TRA to retro-
focus at longer ranges or higher frequencies. Figure 9 illus-
trates this point by showing the 50% retrofocus probability
results for 500 Hz atR56 km with differing absorption lev-
els in the first layer of the bottom. Clearly, higher absorption
requires largerX and Y values, i.e., louder sources or more
powerful array elements, to reach the region of reliable ret-
rofocusing.

V. SUMMARY AND CONCLUSIONS

The impact of an omnidirectional noise field on the ret-
rofocusing of a time-reversing array~TRA! operating in free-
space and in a shallow-water sound channel has been pre-
sented in this paper. A general theory for predicting the
probability that the intended-signal amplitude will exceed the
noise at the retrofocus has been constructed. This theory in-
cludes the noise field variance, the original source strength,
the broadcast power of the TRA’s elements, the number of
TRA elements, the source–array range, and other propaga-
tion characteristics of the environment. It compares well to
Monte Carlo simulations of TRA retrofocusing in noisy en-
vironments even when approximate forms for the Green’s
function of environment are used.

There are three main conclusions that can be drawn from
this study. First of all, TRAs can operate in noisy environ-
ments. For example, the results in Fig. 6 suggest that a TRA
with 41 array elements operating at 500 Hz may produce a

retrofocus probability of 75% at a range of 6 km in a
shallow-ocean sound channel even when the received signal-
to-noise ratio is as low as215 dB. Moreover, a TRA with
relatively loud elements should benefit from significant array
gain, 110 log10N to as much as120 log10N, on broadcast
in an omnidirectional noise field as the number of array ele-
ments ~N! increases. Second, TRA retrofocusing perfor-
mance is limited in noisy environments by low received
signal-to-noise ratios, or by insufficient element power.
When the received signal-to-noise ratio is low, a TRA wastes
broadcast power retransmitting received noise, and this
broadcast noise interferes with the intended signal at the ret-
rofocus, even when the array elements are arbitrarily power-
ful. Likewise, when the TRA element power is insufficient to
pull the intended signal above the ambient noise field at the
retrofocus, even a perfect signal reception from the original
source is no guarantee that a proper retrofocus will be pro-
duced. However, the additional array elements help in both
cases.

And finally, the theoretical scaling of the omnidirec-
tional noise field is acceptable in both free-space and a
shallow-water sound channel even when approximate forms
for the Green’s function are used. Thus, it can safely be
concluded that the theory applies to omnidirectional noise
fields in any environment. One clear advantage of the prob-
ability formulation developed in Sec. II lies in the fact that
the performance of a TRA in a noisy environment may be
predicted or estimated with a simple analytic rule or scaling
law. Such laws can form the basis for TRA system design
because they can be evaluated easily with scant information.
For example, consider a half-wavelength-spaced TRA hav-
ing 1-mW transducers, operating in an aqueous free-space
environment with ambient noise variance of 1 Pa2. A system
designer might wish to know how many array elements are
required to achieve a probability of retrofocus of 90% at a
range of 1 m with a source that produces a signal amplitude
of 0.3 Pa at 1 m. Under these circumstances,~9!, ~11!, and
~12! can be evaluated to findX50.12, Y50.09, and
SNRf(r s)52.3. Plugging these values into~10! and solving
for the number of array elements producesN'30. Design
calculations for a sound channel proceed in similar manner
with the Green’s function magnitude estimated from~13!.
However, uncertainty in the extent of acoustic absorption in
a shallow-water sound channel would always require a sys-
tem designer to conservatively choose system parameters.
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rigidity in thin membranes using a picosecond transient
grating photoacoustic technique
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This paper describes a purely optical technique for measuring and spatially mapping out stress and
rigidity in thin membranes. Its application to a membrane of aluminum nitride that has significant
spatial nonuniformities in its elastic properties demonstrates the method. The attractive features of
this technique—fast, noncontacting measurement, good spatial resolution, ability to quantify
in-plane anisotropy—make it potentially useful for characterizing elements of
microelectromechanical structures, masks for advanced lithography systems, acoustic filters, and
other devices in which the mechanical properties of membranes are important. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1342005#
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I. INTRODUCTION

Thin membranes are important components of micro-
electromechanical systems1 and microfluidic devices. They
are also used in masks for advanced lithography systems that
use x rays2 and projected beams of electrons.3,4 We recently
described a purely optical, noncontacting method for evalu-
ating membrane stress and flexural rigidity, two quantities
that often determine the utility of these structures in devices.5

The measurement technique, known as transient grating
~TG! photoacoustics or impulsive stimulated thermal scatter-
ing, uses crossed laser pulses to excite acoustic modes in the
membrane. A continuous wave laser probes the time depen-
dence of these motions. Fitting the TG-measured dispersion
of the lowest order acoustic mode~i.e., the variation of its
phase velocity with wavelength! to computations for thin
plates determines the rigidity and stress. The approach has
several attractive features: it is fast~;1 s! and noncontact-
ing, the analysis of data is straightforward, in-plane anisotro-
pies can be characterized easily, and specialized test struc-
tures are not required. In this paper we illustrate how the TG
method can be used to examine membranes with spatially
nonuniform properties. Successful measurement of these
samples illustrates the ability~i! to quantify and map out
spatial distributions of stress and rigidity and~ii ! to evaluate
structures that would be difficult or impossible to analyze
accurately with conventional mechanical tests that use bulk
drumhead motions of membranes~e.g., the resonant fre-
quency method4,6 or the bulge test7!. In the following, we
describe the TG measurement approach and fabrication pro-
cedures for membranes of aluminum nitride. A theory sec-
tion provides a framework for interpreting data collected
from these samples. We summarize the results and conclude
by describing factors that affect the accuracy and spatial
resolution.

II. EXPERIMENT

A. Transient grating measurements

The TG measurement technique is described in detail
elsewhere.8–11Briefly, a pair of crossed laser pulses produces
an optical interference pattern with a period~L! determined
by the crossing angle~u! and the wavelength of the pulses
(le) according to

L5
le

2 sin~u/2!
. ~1!

Absorption of excitation light by the sample launches a
thermal response and coherent, counterpropagating acoustic
waves with wavelengths equal toL. ~The magnitude of the
acoustic wave vector,k, is simply 2p/L.! Measuring the in-
tensity of light diffracted from a continuous wave laser beam
that overlaps the excited region of the sample reveals the
time dependence of these motions. See Fig. 1. A fast detector
and transient digitizing oscilloscope record the entire mate-
rial response with each shot of the excitation laser. High
quality signal ~signal to noise greater than;100! can be
obtained in a few seconds by averaging data collected from
several hundred shots. For the experiments described here, a
passively Q-switched microchip Nd:YAG laser (le

51064 nm, pulse width5200 ps) was used for excitation
and a diode laser~850 nm, 0.2 W! was used for probing.@We
note that the heating induced by the excitation pulses can
have a small effect on the acoustic response~,;1% shift in
frequency!. In previous work we demonstrated how to quan-
tify experimentally this shift and to account for it in the
analysis.5 For the purposes of this paper, we ignore this small
effect.#

Figure 2 shows typical data from a sample schematically
illustrated in Fig. 1. The oscillations in the signal are due to
motions associated with the stimulated acoustic mode. Fou-
rier transformation of the time domain data reveals the fre-
quency~v! of this mode. The power spectrum and a Lorent-
zian fit are shown in the inset to Fig. 2. The acoustic
wavelength,L, is 28.5660.05mm in this case. Measure-a!Electronic mail: jarogers@physics.lucent.com
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ments at several wavelengths determine the dependence of
the acoustic phase velocity (vw5v/k) on the acoustic
wavevector,k. We collected data atL528.56, 22.85, 18.09,
and 14.2860.05mm.

The size of the excitation region principally determines
the spatial resolution of the measurement~provided that this
size exceeds the acoustic wavelength!.12 For the experiments
described here, the excitation spot was elliptical, with a
;300 mm long axis ~perpendicular to the interference
fringes! and a;100 mm short axis~parallel to the fringes!.
The probe laser was focused to a round spot~diameter of
;100 mm! overlapped with the center of the excitation re-

gion. By keeping the positions of the laser beams fixed and
translating the sample withx–y stages, different spatial lo-
cations on the membrane~rectangular in shape with dimen-
sions of 1.0 cm30.075 cm, see Sec. II B! were probed. Se-
quential measurements performed in this way yielded maps
of the acoustic properties and, as described in Sec. II B, the
stress and rigidity. Using this approach, we measured the
acoustic response as a function of position along the long
axis of the membrane at its center. In this case, we recorded
data in 100mm steps with the acoustic wavevector aligned
along the translation direction~i.e., wavevector aligned par-
allel to the long axis of the membrane!. We performed a
similar series of measurements~100 mm steps! along the
short axis of the membrane at two different locations along
its long axis. Finally, we examined the degree of in-plane
anisotropy by comparing the acoustic responses with
wavevectors aligned parallel and perpendicular to the long
axis of the membrane.

B. Sample fabrication

The fabrication begins with deposition of a film of alu-
minum nitride~AlN ! onto a silicon wafer~200 mm diameter,
^001& orientation! using a plasma vapor deposition tool
~Model F3P, Trikon Technologies!. The chamber pressure
was maintained at 1.6 mT with 20 sccm of both Ar and N2.
A pulsed~100 kHz, positive pulse duration 10ms! dc poten-
tial ~2000 W! applied to the Al target~heated to 150 °C!
yields a consistent deposition rate of 0.6 nm/s. Films with
nominal thickness of 0.5mm on the front of the wafer~mem-
brane! and 0.3mm on the back of the wafer~etch mask! were
deposited in this manner. A radio frequency substrate bias
~65 W! provides control over the film stress. The conditions
were optimized to deliver uniform films with low stress.

The membranes were created by removing the silicon in
rectangular regions at various locations across the wafer. To
generate these membranes, we first patterned a layer of pho-
toresist~Microposit S1818, Shipley! on the back of the wa-
fer. After exposure, the photoresist is developed using a po-
tassium hydroxide based developer that also etches the AlN.
The photoresist is then removed and the silicon is etched
from the back side in the regions not protected by the alumi-
num nitride etch mask. The deep silicon etching was per-
formed with a Surface Technology Systems, ASE-ICP tool
~Newport, UK! and a variant of the time multiplexed deep
etching ~TMDE! method.13,14 The process consists of alter-
nating etching and polymer deposition steps that allow for
etched features with high aspect ratios. The etch selectivity
between the Si and AlN is greater than 10 000:1, which en-
ables the membrane itself to act as its own etch stop.

The etching part of the procedure was performed with a
pulsed bias-TMDE using a 2000 W source power and a 20
W platen bias pulse for 2.5 s followed by a 2 sdelay. The
bias pulse was followed by a constant 5 W platen bias for the
remainder of the;13 s etch. The etchant gases and flows
were 180 sccm SF6 and 18 sccm O2 at 42 mTorr. Helium
back side cooling was performed at low pressures~;2 Torr!
to avoid damaging the membranes. The polymer deposition
part of the TDME process was carried out with 60 sccm of
C4F8 at 15 mT and a power of 1200 W for 5 s. Membranes

FIG. 1. Schematic illustration of the transient grating measurement and the
membrane samples. Crossed picosecond excitation pulses launch coherent
counterpropagating acoustic plate modes with wavelengths defined by the
optical interference pattern. Measuring the time-dependent diffraction of a
probe laser beam from these acoustic motions determines their frequency.
The sample consists of a bilayer of Al~0.03 mm!/AlN ~0.54 mm! on a
silicon wafer. Locally removing the silicon by back side etching produces
membranes in selected regions of the wafer.

FIG. 2. Typical transient grating photoacoustic data collected from a bilayer
membrane of Al~0.03mm!/AlN ~0.54mm!. Crossed excitation pulses arrive
at the sample att;0 ns. Acoustic and thermal motions induced by slight
absorption of these pulses ripple the surface of the membrane. This ripple
causes time-dependent diffraction of a probe laser beam that is overlapped
with the excited region of the sample. Oscillations of the signal in this case
are produced by motions associated with the lowest order antisymmetric
Lamb acoustic mode. The wavelength of this mode (28.5660.05mm) is
defined by the angle between the excitation beams. The inset shows the
power spectrum and a fit to a Lorentzian line shape.
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formed in this manner show clear indications of stress non-
uniformities. In particular, certain parts of these membranes
are wrinkled, which suggests that they buckled when the
silicon was removed in order to relax, at least partially, com-
pressive stress. Other regions appear flat and taut, which is
consistent with a state of tensile stress. The cause of these
variations is not currently understood clearly.

In the final step of the fabrication, a thin~30 nm! coating
of aluminum was thermally evaporated onto the AlN. This
coating absorbs a small fraction of the excitation light; the
mild heating associated with this absorption launches the
acoustic response. Figure 3 shows an optical micrograph
~back side illumination! of an array of five rectangular mem-
branes of Al~0.03 mm!/AlN ~0.54 mm! produced using the
above-described procedures. The black and gray regions cor-
respond to the silicon substrate~opaque! and the membranes
~partially transparent!, respectively. The dimensions of the
membranes are approximately 1 cm30.075 cm. The thick-
ness of the AlN was determined adjacent to the membranes
by optical reflectometry. These measurements revealed no
significant variation in thickness or index of refraction in the
films along the lengths of the membranes. Note the wrinkled
regions on the right sides of the membranes in Fig. 3. This
appearance is consistent with membrane stress that varies
from zero on the right to increasingly tensile on the left.

III. THEORY

The TG method has been used in the past to measure the
dispersion of Lamb acoustic waveguide modes in thin
membranes.8,15,16These data can be interpreted with rigorous
acoustic waveguide calculations to extract the elastic moduli.
In the limit that the wavelengths of the excited acoustic
modes are much larger than the thickness of the membrane,
it is possible to account for the dispersion of the lowest order
Lamb mode~a mode that is typically easy to measure with

TG methods!15 with small-deflection plate theory.5 The cor-
responding one-dimensional equation of motion is17

D

h

]4u

]x4 1r
]2u

]t2 5s
]2u

]x2 , ~2!

where D is the flexural rigidity,r is the density,s is the
stress,t is time, u is the out of plane displacement, andx is
the position along the membrane. This theory~in one and
two spatial dimensions! is commonly used to analyze data
from bulge and resonance frequency tests. Its application to
analysis of TG measurements is simple because it does not
require assumptions about the mechanical nature of the in-
terface between the membrane and its support. Also, the
wavevectors of motions excited in a TG experiment are well
defined: They are determined by the crossing angle between
the excitation pulses according to Eq.~1!. Furthermore, the
lateral dimensions of the membrane are unimportant in the
analysis, provided that they are sufficiently larger than the
acoustic wavelength. These features allow a simple expres-
sion for interpreting measured variations in the acoustic
phase velocity with acoustic wavevector:

vw5
v

k
5AD

rh
k21

s

r
. ~3!

The flexural rigidity,D, is related to Young’s modulusE,
Poisson’s ratiov, and the film thicknessh by

D5
Eh3

12~12v2!
. ~4!

The validity of Eq.~3! depends on the mechanical properties
of the membrane as well as the productkh. For largekh or
for acoustic modes other than the lowest one, waveguide
effects are important and Eq.~3! cannot be used. At largekh,
the lowest order acoustic mode becomes confined to the sur-
face of the membrane and takes on characteristics similar to
those of the Rayleigh wave of a free surface. This type of
waveguide motion deviates strongly from the simple drum-
head vibrations described by the plate theory. Equation~3!
generally provides a good approximation, however, for the
lowest order mode in films of most materials atkh,0.5. In
this regime, the square of the phase velocity is linearly re-
lated to the square of the wavevector. The intercept of this
linear relation defines the ratio of the stress to the density;
the slope defines the ratio of the flexural rigidity to the prod-
uct of the film thickness and the density (D85D/rh). Fig-
ure 4 compares the dispersion computed for a layer of AlN
~0.54mm! using acoustic waveguide theory~isotropic elastic
properties:E5283 GPa,v50.25, andr53250 kg/m3)18 to
that defined by Eq.~3!. In both cases,s/r5400 m2/s2. These
results indicate the range of validity of plate theory for this
sample.

The waveguide computations can, in a straightforward
way, explicitly include multiple membrane layers. For ex-
ample, Fig. 4 shows the computed dispersion for the bilayer
Al ~0.03 mm!/AlN ~0.54 mm! ~isotropic properties for Al:E
570.0 GPa,v50.35, andr52700 kg/m3).19 The results in
this case differ from those for the single layer of AlN by only

FIG. 3. Optical micrograph of five rectangular bilayer membranes of Al
~0.03 mm!/AlN ~0.54 mm!. The images were recorded by illuminating the
sample from the back side. The black areas are silicon~opaque! and the gray
regions are the membranes~partially transparent!. The right sides of the
membranes are wrinkled. In these regions, it is likely that the silicon-
supported bilayer is under compressive stress. Removing the silicon allows
the membrane to relieve this stress~at least partially! by buckling. On the
left sides, the stress is tensile.
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a small amount: The Al increases the slope of the linear part
of the dispersion~i.e., D8) by ;2%. Multilayered systems
can be treated approximately with Eq.~3! by replacing the
flexural rigidity, stress, density, and thickness with corre-
sponding composite values. The plate theory described by
Eq. ~2! does not, of course, include piezoelectric or aniso-
tropic effects that can be significant in materials such as AlN.
Piezoelectricity slightly increases the acoustic velocities8

and, therefore, fitted moduli that are extracted with theory
that does not include piezoelectricity. For the samples stud-

ied here, the Al overlayer electrically shorts one side of the
AlN; this shorting reduces the effects of piezoelectricity on
the acoustic response of the membranes. Finally, we note
that the above-mentioned theory does not explicitly include
the effects of the air on the response. Our previous measure-
ments indicate that these effects are small for the typical
range of acoustic wavelengths and frequencies examined
with transient grating measurements.5

IV. RESULTS

Figures 5 and 6 show measured variations in the acous-
tic frequency along the long axis and at the center of a rect-
angular membrane similar to those shown in Fig. 3. The
acoustic wavelengths are 28.5660.05mm ~Fig. 5! and 22.85,
18.09, and 14.2860.05mm ~Fig. 6!. Qualitatively, the fre-

FIG. 5. Frequency of the lowest order antisymmetric Lamb acoustic mode
(wavelength528.5660.05mm) as a function of position along the length of
a rectangular (1 cm30.075 cm) bilayer membrane of Al~0.03 mm!/AlN
~0.54mm!. The transient grating measurements that yielded these data were
performed by translating the sample with respect to the excitation and prob-
ing laser beams. The acoustic wavevector lies along the direction of trans-
lation. From left to right, the frequency decreases and then levels out at a
roughly constant value for the last third of the membrane. Optical inspection
of the sample indicates that the onset of wrinkling~;6800mm! corresponds
roughly to the position where the frequency levels out at;12 MHz. The
solid lines are guides to the eye.

FIG. 6. Frequency of the lowest order antisymmetric Lamb acoustic mode
as a function of position along the length of a rectangular (1 cm
30.075 cm) bilayer membrane of Al~0.03mm!/AlN ~0.54mm!. In the top,
middle, and bottom frames, the wavelengths of the acoustic motions are
22.85, 18.09, and 14.2860.05mm, respectively. In each case, the acoustic
frequency ceases to vary significantly beyond;6800 mm; this position is
close to the onset of visible wrinkling in the membrane. The solid lines are
guides to the eye.

FIG. 4. Dispersion of the lowest order Lamb mode in a membrane of AlN
~0.54mm!. The dashed and solid lines correspond to computations that use
acoustic waveguide modeling and small-deflection plate theory, respec-
tively. The dotted line corresponds to the dispersion of a bilayer membrane
of Al ~0.03 mm!/AlN ~0.54 mm! calculated using a multilayer waveguide
model. These data indicate that the waveguide and plate theory results com-
pare well when the acoustic wavevector is small. They also illustrate the
effect of the Al overlayer.
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quencies at each of the four wavelengths decrease with in-
creasing position up to;6800 mm. Beyond this location,
they cease to change significantly or systematically. If the
frequency variations are dominated by changes in stress, then
the results illustrated in Figs. 5 and 6 are consistent with
expectations based on the appearance of the membrane: It is
visibly wrinkled at positions greater than;6800 mm. We
note that the measurements were performed to within;100
mm of the edges of the membranes. Even at these close dis-
tances, we observed no systematic variations in response fre-
quencies or signal levels. These results are consistent with a
spatial measurement resolution that is comparable to the size
of the probing spot~;100 mm!.

Analyzing the dependence of the frequencies on acoustic
wavevector using Eq.~3! enables both the stress and the
flexural rigidity to be determined. Figure 7 shows the disper-
sion measured at locations where~i! the stress is expected to
be tensile (x5400mm) and ~ii ! where it is expected to be
close to zero (x59000mm, where the membrane is
wrinkled!. Linear fits to the measurements show that, indeed,
the stress~y intercept of the linear fit! is nonzero atx
5400mm (s/r537065 m2/s2) and that it is close to zero
(s/r55610 m2/s2) at x59000mm. The results also show
that the flexural rigidities at these two locations are, to within
;5%, the same:D852.343102660.0131026 m4/s2 and
2.433102660.0231026 m4/s2 at x5400 and 9000mm, re-
spectively. The value ofD8 determined from the slope of the
linear part of the dispersion calculated by waveguide theory
~Fig. 4! is 2.3031026 m4/s2, in good agreement with the
measured values.

Figures 8 and 9 summarize the variation in the stress and
rigidity along the length of the membrane. The stress de-
creases steadily to a value close to zero atx5;6800mm.
There is a hint of a slight increase in rigidity with position

along the length of the membrane. Neither its variation nor
its magnitude change significantly, however, atx
5;6800mm. The stress and the rigidity appear not to be
closely related in this system.@The results in Figs. 8 and 9
use plate theory and dispersion measured at wavelengths
greater than 15mm. Waveguide calculations show that for
Al ~0.03 mm!/AlN ~0.54mm!, the plate mode approximations
for this range of wavelengths introduce systematic errors that

FIG. 7. Measured~symbols! variation of the square of the acoustic phase
velocity with the square of the acoustic wavevector at two different spatial
locations along a rectangular bilayer membrane of Al~0.03mm!/AlN ~0.54
mm!. When classical plate theory is valid, this plot yields a straight line
whose intercept defines the ratio of the membrane stress to the density. The
slope defines the ratio of the flexural rigidity to the product of the density
and the membrane thickness. The lines represent best linear fits to the data.
At x5400mm, the membrane is in a state of tensile stress. Atx
59000mm, visible wrinkling of the membrane suggests that the stress is
close to zero.

FIG. 8. Ratio of stress to density, measured as a function of position along
a rectangular (1 cm30.075 cm) membrane of Al~0.03mm!/AlN ~0.54mm!.
This quantity was determined from the acoustic dispersion of the lowest
order antisymmetric Lamb acoustic mode. The stress~tensile! decreases
steadily with position up to;6800 mm. Beyond 6800mm, the magnitude
and variation in the stress are small. Optical inspection of the membrane
reveals slight wrinkling at positions greater than;6800mm. This observa-
tion is consistent with compressive stresses in the silicon-supported bilayer
that relax by buckling when the silicon is removed. The solid lines are
guides to the eye.

FIG. 9. Flexural ridigity divided by the product of the density and the
membrane thickness, measured as a function of position in a rectangular
(1 cm30.075 cm) membrane of Al~0.03 mm!/AlN ~0.54 mm!. This quan-
tity was determined from the acoustic dispersion of the lowest order anti-
symmetric Lamb acoustic mode. Although there is a hint of an increase in
the rigidity with position, the magnitude of the variation is small~,;10%!.
The solid line is a guide to the eye. The dashed line indicates the value
computed with waveguide theory and literature values for the elastic prop-
erties of Al and AlN.
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correspond to a ;2% decrease inD8 and a ;3
31024 m2/s2 increase ins/r.#

Figure 10 shows the acoustic frequency as a function of
position along the short axis of the membrane. These data do
not indicate a significant variation in the acoustic response at
these wavelengths~i.e., 28.56 and 14.2860.05mm for Figs.
10~a! and 10~b!, respectively!. Finally, Fig. 11 shows acous-
tic frequencies (wavelength522.8560.05mm) measured
along the long axis of a membrane similar to the one ana-
lyzed previously, with the acoustic wavevector aligned par-
allel and perpendicular to this axis. To within uncertainties,
the data do not reveal any significant in-plane anisotropy in
the acoustic response.

V. CONCLUSIONS

This paper illustrates how a purely optical technique,
known as transient grating photoacoustics, can be used to
spatially map out distributions of stress and flexural rigidity
in thin membranes that have nonuniform elastic properties.
The measured variations in the stress are qualitatively con-

sistent with expectations, and the flexural rigidity agrees with
computations that use literature values for mechanical prop-
erties. Uncertainties in the TG measured stress and rigidity
are typically determined by the precision with which the
acoustic frequency can be determined from the data. This
precision, in turn, is often related to the signal to noise ratio
of the measurement. In the case of the sample analyzed here,
however, the uncertainties are dominated by coherent inter-
ference~e.g., heterodyning! of diffracted signal with parasiti-
cally scattered light, especially in the regions of the mem-
branes that are wrinkled. This heterodyning qualitatively
changes the form of the signal and systematically alters, in
subtle ways, the shape of the peak in the power spectrum. It
is generally difficult to account accurately for these effects
because the phase of the scattered light and, often, its inten-
sity are not known precisely. As a result, this hetereodyning
can alter slightly the frequency determined by fitting peaks in
the power spectra. To eliminate this source of uncertainty, it
is possible to introduce a separate, relatively intense, refer-
ence beam for heterodyne detection.8,20,21Interference of dif-
fracted light with this beam then dominates the signal so that
the effects of slight point to point variations in scattered light
are minimized.

Finally, an important feature of the TG approach is its
relatively high spatial resolution. Other mechanical tech-
niques, such as the resonance frequency method and the
bulge test, rely on drumhead vibrations and/or static dis-
placements of entire membranes. These types of approaches
typically do not allow for spatially resolved measurement:
They yield properties that represent averages over the area of
the membrane. The good spatial resolution of the TG mea-
surement derives from the small~;100 mm! sizes of the
excitation and probing laser beams and from the relatively
short wavelengths~;10 mm! of the acoustic motions. The
resolution is ultimately limited to values comparable to the
acoustic wavelength: Reducing the wavelength improves the

FIG. 10. Variation in acoustic frequency as a function of position across the
short axis of a rectangular membrane (1 cm30.075 cm) of Al ~0.03 mm!/
AlN ~0.54mm!. ~a! Measurements at a positionx55000mm along the long
axis of the membrane, at an acoustic wavelength of 28.5660.05mm. ~b!
Measurements atx5400mm at an acoustic wavelength of 14.28
60.05mm. These data do not reveal any significant variation in acoustic
response. The solid lines are guides to the eye.

FIG. 11. Variation in acoustic frequency as a function of position along the
long axis of a rectangular membrane (1 cm30.075 cm) of Al ~0.03 mm!/
AlN ~0.54 mm!, at its center. The squares and circles correspond to data
recorded with the acoustic wavevector (wavelength522.8560.05mm)
aligned parallel and perpendicular to the long axis of the membrane, respec-
tively. These data do not indicate any significant anisotropy in the acoustic
response. The solid line is a guide to the eye.
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possible resolution. As the wavelength decreases, however,
the effects of stress on the response decrease. The plate mode
description of the dispersion also becomes incomplete when
the wavelength is comparable to or smaller than the mem-
brane thickness. The elastic properties and thickness of the
membrane, the precision of the measurement, and the de-
mands of the application will determine the balance between
the resolution afforded by short wavelengths and the accu-
racy and simplicity of data analysis enabled by long wave-
lengths. The spatial resolution that can be easily achieved
with membranes commonly found in microelectromechani-
cal systems, microfluidic devices, and acoustic filters, how-
ever, is significant. We believe that the TG approach will be
useful for evaluating materials and structures for these and
other applications.
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An empirical study covering a wide range of bender transducer sizes and operating frequencies is
reported. A spherical device model is shown to give good account of bender performance, including
interaction effects. A set of empirical rules for scaling equivalent circuit parameters according to the
device geometry is identified. An effective spherical radius, approximately half the diaphragm
radius, is identified for the typical bender. The effects of pressure and drive voltage on performance
are described for particular devices. Sensitivity factors for the equivalent circuit parameters to the
operating conditions are determined. These are related to sensitivity factors for the coupling
coefficient~Kc! and electromechanical transformer turns ratio~N!. Both these parameters are shown
to have similar sensitivity responses, decreasing with pressure~planar stress!, and increasing with
voltage ~electric field!. The results of high drive tests carried out at Seneca Lake are reported.
Values of conventional figures of merit (FOMV and FOMM), close to the highest claimed for any
underwater transducer, are tabled. When allowance for the operating efficiency is included in the
figure of merit definitions, the bender appears to be superior to other device types. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1342002#
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I. INTRODUCTION

This paper is concerned with a type of underwater
acoustic transducer known as the bender. This is a flexural
mode device that derives its name from a bending action that
is similar to that in a bimetal thermostat. In the bender, the
action is produced electrically by a bilaminar structure that
incorporates a piezoelectric plate. The effect has been known
since the discovery of piezoelectricity,1 and was first ex-
ploited in the 1930’s in a device named the bimorph.2 A
surge of interest in benders for underwater applications fol-
lowed the development of piezoelectric ceramics, and in par-
ticular PZT ~PZT is the generic name for ceramic formula-
tions based on lead zirconate titanate! in the early 1950’s.
Over the next decade, many device designs were produced,3

with the Navy Underwater Sound Laboratory~New London!
playing a lead role. While the basic device mechanism was
noted to be simple in concept, its detailed analysis was gen-
erally found to be complex. Woollett, however, developed
basic treatments for disk4 and bar5 benders, providing insight
into the influence of the diaphragm support, the choice of
materials and the dimensions. Since from the 1970’s, there
has been a general reduction in the number of published
reports on benders, with interest generally switching to flex-
tensional types of transducer.6

The bender considered here is a disk type, employing a
circular diaphragm structure formed by bonding a piezoelec-
tric ceramic to a metal plate. A short cylindrical section sup-
ports a pair of such diaphragms, thereby enclosing an air
cavity, as shown schematically in Fig. 1. A typical arrange-
ment is for each ceramic to be bonded with its poled direc-
tion such that an applied voltage causes both diaphragms to
flex together, inwards or outwards. Encapsulating the assem-

bly within a thin elastomeric coating provides waterproofing
for a practical device. Both projector and hydrophone opera-
tion is available, the latter being achieved by sensing the
electrical output produced by the~pressure wave! induced
flexure of the diaphragm.

It has been long recognized that the above type of con-
struction is well suited to applications in which compactness
and high efficiency are the paramount design considerations.
These are the general requirements for autonomously oper-
ating systems, such as sonobuoys, and have been the stimu-
lus for an empirical study into the design, operation, and
limiting mechanisms of the bender disk transducer. The cur-
rent study has covered a wide range of device geometry and
resonance frequency. It has demonstrated the usefulness of
equivalent circuit modeling to characterize device operation,
including nonlinear behavior under extreme conditions. It
has also allowed a general design rationale to be developed
for identifying optimum drive system configurations. Fur-
ther, it has led to the development of transducer designs that
have achieved among the highest output powers observed
from any type of transducer of similar volume or mass.

The following starts with a summary of the range of
benders that has been constructed and tested. There is then
discussion of an equivalent circuit model for the bender, with
examples which support its validity. A set of general scaling
rules that relate the equivalent circuit elements to the geom-
etry is presented. Measurements showing the typical effects
of pressure and electrical drive are also reported. Finally,
examples of the high drive performance observed with par-
ticular prototype designs are presented and compared with
other transducer types.

II. DEVICE CONSTRUCTION RANGE

Benders have been constructed using a range of dia-
phragm materials and piezoelectric ceramic types. A selec-a!Electronic mail: jld@ultra-scs.com
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tion of devices employed by current systems is shown in Fig.
2. For this paper, results and discussion are restricted to de-
vices built using diaphragms of a particular metal, and a
‘‘hard’’ type of PZT classified7 as Navy Type-III ceramic. It
should be noted that various grades of the metal have been
employed, resulting in a range of ultimate depth capabilities.
Also, the ceramics have been procured from a number of
manufacturers.

A common configuration, with equal diameters and
thickness ratio for the diaphragm components, has been
adopted. In all cases, the ceramic has been bonded externally
to the supporting diaphragm, thereby maintaining compres-
sive planar stress within the ceramic under hydrostatic load-
ing. Diaphragms of radius~a! ranging from ,20 mm to
.100 mm have been employed, with the composite thick-
ness ratios (h/a) being within the range 0.1 to 0.3. All dia-
phragms have been separated by a short, thin-walled cylin-
drical section, giving a typical air gap length of several
millimeters.

The above construction has yielded devices with in-
water resonance frequencies between 800 Hz to 20 kHz. In
terms of the propagating wavelength~l! at the resonance
frequency~ f !, all devices have been small, with radii in the
range 0.05l to 0.2l. In wave number (k52p/l) terms, the
typical ka value is less than unity. All devices have been
observed to exhibit omnidirectional acoustic responses over
the resonance band and below. The typical resonance has a Q
factor of between 10 and 12, and the acoustic output effi-
ciency at low drive is greater than 95%.

III. EQUIVALENT CIRCUIT MODEL

All the constructed benders have exhibited a fundamen-
tal resonance response that can be represented in terms of a

spherical transducer equivalent circuit model, as shown in
Fig. 3. The upper circuit includes a transformer to represent
the electromechanical coupling produced by the piezoelectric
effect. In the lower circuit, this effect is incorporated in the
circuit element values. The basic lumped element equivalent
circuit is well known,8 and is a development of the Van
Dyke resonator circuit. In this, the mechanical~resonating!
branch is split into components representing the transducer
mechanical structure and the propagation medium load~ra-
diation impedance!. For a spherical source of radiusr, the
radiation impedance is represented by a parallel combination
of fixed resistance~Rp! and inductance~Lp!, such that
Lp/Rp5r /c, wherec is the sound velocity in the medium.
The standard spherical source equivalent circuit parameters
are given byRP5Z0A, LP5(r /c)RP, N5A(Z0A/Rp), D
51/p(11(kr)2), andA54pr 2, whereZ0 is the character-
istic impedance of the medium. The signal source, shown in
series with the radiation impedance, allows for the effect of
an incident pressure signal. Electrical and mechanical loss
within the transducer is represented in Fig. 3 by conductance
and resistance elements defined, respectively, in terms of
loss tangents~Tde, andTdm! associated with the static and
dynamic capacitors~Co andCm!. It should be noted that the
loss parameter definitions are equivalent in the low loss
limit, i.e., loss tangent,0.02.

A simple procedure has been developed for determining
the equivalent circuit parameters. This is based on measure-
ments of impedance made under low drive voltage~1 V

FIG. 1. Cross-section schematic of bender disk transducer.

FIG. 2. Examples of bender devices currently employed by developmental
systems. The scale is shown by the 300-mm ruler.

FIG. 3. Equivalent circuit for piezoelectric transducer with spherical radiat-
ing surface~radius,r!. The upper circuit shows the full transducer model,
incorporating an electromechanical transformer~turns ratioN!. The lower
circuit is a simplified circuit, with transformer effect included in circuit
element values~i.e., Rp5RP/N2!. The signal generator (V) included in the
lower circuit represents the effect of an incident pressure signal~p!, and is
given byV5pAD/N, whereA is area, andD is the diffraction constant.

555 555J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 John L. Delany: Bender transducer



rms!, using an analyzer type HP4192A or 4194A. Each de-
vice is tested in air and in water, and characterized over the
resonance band and at a spot low frequency~typically 1/10th
the resonance frequency!. All data are recorded on floppy
disk, and an iterative analysis is followed, usingMATHCAD,
to derive values for the equivalent circuit elements. A typical
impedance response, expressed in terms of conductance~G!
and susceptance~B!, is shown in the upper graph of Fig. 4.
The solid traces are the measurements; the broken traces are
the calculated responses, derived from the equivalent circuit
analysis. The agreement between the measurement and cal-
culation is seen to be very close.

Support for the model comes from its ability to reliably
predict the device transmitting voltage response, TVR,
shown by the lower graph in Fig. 4. The TVR is defined as
the transmitted acoustic pressure referenced to a range of 1 m
and drive voltage of 1 V rms. The acoustic pressure refer-
enced to 1 m isknown as the source level. The device char-
acterized here has a diaphragm diameter of 100 mm, and for
this measurement was tested at a water depth of 5 m. The
‘‘ripple’’ on the measured acoustic response is attributed to a
reverberation effect. This arose here as a consequence of the

measurement technique and test configuration. A gated sine
wave technique was employed, with a 100-V rms drive pulse
of duration 100 ms, with the measurement widow of 40-ms
duration, starting 50 ms from the pulse turn on. The separa-
tion between test device and a ball hydrophone was 0.5 m,
and the measurement depth was 5 m. This caused the hydro-
phone to record a multipath signal, comprising the direct
path transmission and an indirect path signal reflected from
the water surface. The broken trace is that calculated using
the derived equivalent circuit parameters, and is seen to fall
within the measured response.

Perhaps more striking support for the equivalent circuit
model comes from its ability to account for the mutual cou-
pling effect between devices. This is demonstrated by the set
of measured and calculated impedance responses shown in
Fig. 5. A pair of devices, of the type used for Fig. 4, was
employed, with a center-to-center spacing of 230 mm~ca.
0.2l at resonance!. These were connected in parallel, first
with the polarities matched, and then in opposition. The in-

FIG. 4. Typical bender performance characteristics in water at resonance, as
measured and as calculated. The upper graph shows the impedance response
expressed in terms of conductance~G! and susceptance~B!. The lower
graph shows the corresponding transmitting voltage response~TVR!. FIG. 5. Impedance responses for a bender pair, showing the effects of mu-

tual interaction at a spacing of 0.2l Matched polarity is indicated by the
letter M, opposed polarity by the letter O; measurement and calculation are
as indicated.
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teraction effect is evident from the different impedance re-
sponses for these two conditions. In each plot, the solid
traces are the measurement and the broken traces the calcu-
lation. The calculated responses are based on the circuit pa-
rameter sets derived from the individual device impedance
responses. In the analysis, the different polarity connections
are treated using the electromechanical transformer to define
the phase of the drive signal applied to each mechanical
branch of the equivalent circuit. Referring to the circuit, the
calculation involves solving a pair of simultaneous equations
representing the voltages developed across the mechanical
branch components. The voltage across each radiation im-
pedance generates the transmitted pressure signal, and the
series generator is the voltage produced by the pressure sig-
nal from the neighboring element. The latter signal is de-
layed and attenuated according to the device separation. The
agreement between the measured and calculated responses is
seen to be close.

Based on knowledge of a typical equivalent circuit pa-
rameter set, the interaction effect calculation has been ex-
tended to various line-array configurations. Figure 6 shows
the array gain~AG! calculated for an array ofN58 identical
elements, as a function ofd/l ~element spacing relative to
operating wavelength!. It is to be noted that there is close
agreement with the directivity index~DI! calculated for a
uniform receive array using a standard formula quoted by
Urick.9 In this example, both calculations predict an array
gain of 9 dB for half-wavelength spacing. This is the array
gain calculated for the zero interaction case, corresponding
to infinite element spacing.

IV. DEVICE SCALING

Impedance responses have been recorded for the device
set discussed in Sec. II. The resonance frequencies, measured
in air ~fa! and in water~fw!, are plotted in Fig. 7 in terms of
the geometry parameter, GP, defined bya2/h. From the
logarithmic scaling of the plots, it is evident that the reso-
nance frequency in water is nominally directly proportional

to the reciprocal of GP~i.e., f w}h/a2!. While for the in air
case, the dependence is slightly sub-linear, given approxi-
mately by f a}(h/a2)0.9.

Using the equivalent circuit model, sets of circuit param-
eters~Co, Cm, Lm, Rp, Lp, Tde, andTdm! have been deter-
mined for each device type. Apart from the loss tangents, the
circuit element values are also observed to be related to the
device geometry. This is evident from Fig. 8, in which nor-
malized capacitance and inductance values are plotted as
functions of GP. The normalization is made using the
equivalent circuit parameters derived from the impedance re-
sponse of the 100-mm diameter device shown in Fig. 4. The
data points are seen to be distributed about notional straight
lines, thereby indicating simple power-law dependence on
GP ~i.e., parameter}GPm!. With the circuit parameter signi-
fied by the corresponding subscript, the nominal power laws
are defined bymCo51.0360.04, mCm51.1860.06, mLm

50.6960.05, andmLp51.2260.09. The general spread of
points evident in these plots is attributed to differences in
measurement conditions, device material properties, and de-
tail of the diaphragm edge support.

Plots of the equivalent circuit resistance~Rp! as a func-
tion of GP reveal a significantly greater scatter of points than
observed with the other circuit parameters, thereby suggest-
ing a more complex relationship betweenRp and GP. This
view is reinforced when theRpvalues are expressed in terms
of an effective relative radius (r /a), where the effective ra-
diusr (5cLp/Rp) is the equivalent spherical radius, anda is
the actual diaphragm radius. This is shown by the bottom
graph in Fig. 8, which indicates thatr /a is insensitive to GP,
with a mean value of 0.5060.04. It is noteworthy that the
effective spherical radius for a plane circular piston in an
infinite baffle10 is approximately 0.59, in the limitka!1.

V. INFLUENCE OF PRESSURE

The various test benders have been required for systems
typically operating with maximum depth limits between 200
and 450 m, corresponding to nominal pressure limits of 2

FIG. 6. Array gain~AG! calculated for a uniform 8-element array, plotted as
a function of the relative element spacing (d/l). The AG trace is calculated
from the equivalent circuit model, and the Dl trace is derived using Urick’s
formula ~Ref. 9!.

FIG. 7. Bender resonance frequency, measured in air~fa! and in water~fw!,
plotted as a function of the device geometry parameter,GP(5a2/h).
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and 4.5 MPa. Accordingly, it has been important to charac-
terize the performance sensitivity to depth, and to identify
limits for reliable operation. This has been facilitated by the
use of a thin-wall Kevlar pressure vessel, having external
diameter of 1.2 m and length of 2 m, available at the UK
Acoustic Test Centre~Underwater Acoustic Calibration Cen-
tre, Wraysbury Reservoir, Wraysbury, Middlesex TW19
5NW. Operated since 1999 by Neptune Sonar Ltd.!. All
tested devices have shown a similar sensitivity to pressure,
dependent on the bender geometry. Figure 9 shows a selec-
tion of impedance~G, B! and transmitting voltage response
~TVR! measured for a device of the type shown in Fig. 4.

Again, a ‘‘ripple’’ effect is evident on the TVR curves, and
is attributed to surface reverberation, with an additional con-
tribution from the pressure vessel structure. The measure-
ments show that the peak conductance and transmitting volt-
age response values decrease with pressure, accompanied by
an increase in resonance frequency. These changes have
been observed to be reversible below a certain pressure limit,
and are attributed to changes in the piezoelectric properties
with increasing planar compressive stress within the PZT
ceramic. An ultimate limit to the practical operating depth
tends to be set by the ceramic cracking, this being induced
by plastic deformation~creep! within the supporting dia-
phragm.

It has been possible to relate the pressure-induced
changes of impedance to corresponding changes in the

FIG. 8. Normalized equivalent circuit parameter plots as a function of the
bender geometry parameter, GP. The top graph shows normalizedCo and
Cm; the middle plot shows normalizedLm andLp. The bottom plot displays
the effective spherical radius relative to the actual diaphragm radius~i.e.,
r /a!.

FIG. 9. Plots showing the performance sensitivity to pressure for a typical
bender. The top graph gives the impedance response, plotted in terms of
conductance~G! and susceptance~B!. The lower graph shows the TVR
measured within a pressure vessel at shallow depth. Operating pressures~P!
are as indicated.
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equivalent circuit parameters. For modeling purposes, it has
been assumed that the primary effect of pressure is to modify
the capacitor elements~Co, CM!, and the electromechanical
transformer~N!. The other components to the right of the
transformer are assumed to be insensitive to the pressure, on
the basis thatLM is related to the diaphragm mass, andRP
and LP are related to the diaphragm area. An iterative pro-
cedure has been followed, usingMATHCAD, to track the mea-
sured impedance changes and calculate the corresponding
changes to the ambient pressure equivalent circuit param-
eters. This has allowed a set of normalized sensitivity factors
to be computed for each of the circuit components defined in
Fig. 3. Sensitivity factors are defined by expressing the cir-
cuit parameter values under the test condition~pressure,P!
to those under the initial test state, e.g., Co(P)/Co. The up-
per graph in Fig. 10 shows the sensitivity factors derived
from the impedance changes shown in Fig. 9. These are dis-
played, in the lower graph, in terms of normalized character-
istics of the transformer turns ratio~N!, and coupling coeffi-
cient ~Kc!, the latter being defined byA(Cm/(Co1Cm)).
These parameters exhibit closely matched responses to pres-
sure, decreasing with increasing pressure. There is an accom-
panying increase in electrical loss and decrease in mechani-
cal loss with pressure. Figure 11 shows corresponding plots
of the normalized calculated resonance frequency and trans-
mitting voltage response~TVR! as a function of pressure~P!.

Given that the measured acoustic response is complicated by
the effect of reverberation, the general agreement between
the measurements and prediction is considered to validate
the model.

VI. INFLUENCE OF DRIVE LEVEL

An aim has also been to identify safe limits for reliable
bender operation under pulsed drive~typically 0.1- to 10-s
duration, and 5% duty cycle!. Accordingly, the effect of
drive has been investigated by testing devices in air and in
water. Both types of measurement show a slight reduction of
resonance frequency with increasing drive level, typically
larger than that expected to arise from internal heating. The
type of device design being considered here exhibits a rela-
tively low sensitivity to temperature. For example, raising
the temperature from 0 to 60 °C produces a downward shift
of resonance frequency in air that is typically,0.4%. This is
small compared to the shifts that can be produced under
short-pulse, low-duty cycle, operation at relatively low drive
levels. Increasing the drive at resonance in air tends to pro-
duce changes that are reversible up to a limit, beyond which
small but permanent reductions in resonance frequency are
typically observed. These frequency changes are generally
not accompanied by distortion to the shape of the impedance

FIG. 10. Normalized scaling factors as a function of pressure, derived from
the impedance responses shown in Fig. 9. The upper graph gives the circuit
element sensitivities; the lower graph gives the normalized coupling coeffi-
cient ~Kc! and transformer turns ratio~N!. FIG. 11. Normalized resonance frequency and peak TVR as a function of

pressure, as measured and calculated using the sensitivity parameters de-
rived in Fig. 10.
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response. They also occur with no sudden change to the peak
conductance value. This suggests that they may be caused by
mechanical damage within the ceramic on a granular scale,
rather than by gross fracture or rupture of the glue bond to
the metal diaphragm.

High-drive testing in water has been carried out with
various devices until the onset of device failure either by
electrical or mechanical breakdown. The former is typically
characterized by localized electrical punch-through from the
ceramic outer surface. Mechanical failure is typically char-
acterized by the extensive surface crazing and cracking of
the ceramic.

High-drive measurements have been carried out at the
UK Acoustic Test Centre, and at the Sonar Test Facility at
Lake Seneca~NY!. The Seneca Lake Sonar Test Facility is
operated by the Naval Undersea Warfare Center, Newport,
RI. The latter facility offers the advantage of permitting
deep-water deployment, down to about 160 m. This allows
the surface reverberation effects discussed earlier to be
readily avoided. In addition, the Seneca Lake test system is
able to measure impedance and source level under pulsed
conditions at high-drive levels. This has allowed the influ-
ence of drive on the bender response to be examined in de-
tail. The TVR response in Fig. 12 shows the typical decrease
in resonance frequency with increase in drive voltage, shown
here for a device of the same type as in Fig. 4, measured at
60-m depth. It is to be noted that there is no sign of the ripple
effect evident in the earlier figure.

A decrease in the resonance frequency with drive is also
observed when any device is operated in air. This is to be
seen in the upper response of Fig. 13, measured with a large
diameter~240-mm! bender operated under short pulse~0.1 s!
drive in air. A set of such responses has been analyzed using
the transducer equivalent circuit model with the radiation
impedance shorted out to represent the air load condition.
Normalized values ofLm and 1/Cm as a function of drive
field are shown in the lower plot of Fig. 13. The closeness of
the normalized responses indicates that the changes in these
parameters are linked by a common mechanism, related to
the electric drive field in the ceramic.

The above 240-mm bender has also been measured at
different drive levels in water, at Seneca Lake. Its impedance

behavior has then been analyzed in a similar fashion to that
used to characterize the pressure effect, in Sec. V. That is, it
has been assumed that the drive voltage~field! only has di-
rect influence on the transformer turns ratio~N! and the
equivalent circuit capacitors~Co andCm!. Accordingly, the
normalized coupling coefficient~Kc! and transformer turns
ratio ~N! sensitivities to drive voltage have been deduced, as
shown in Fig. 14. It is evident that the changes in these
parameters are closely matched. However, the effect of drive
is to increase their magnitudes, the opposite of the pressure
effect. The corresponding effect of drive on the electrical and
mechanical loss tangents is an increase in the loss. Finally, to
validate the model, Fig. 15 compares the measured and cal-

FIG. 12. Transmitting voltage response~TVR! at different drive fields, as
indicated, measured at 60-m water depth, for a bender of the type shown in
Fig. 4.

FIG. 13. Plots showing the effect of electrical drive on the in-air resonance
response of a 240-mm diameter bender. The top graph shows the conduc-
tance ~G! and susceptance~B! responses measured at drive levels corre-
sponding to 50 and 200 V/cm. The bottom graph shows the equivalent
circuit parametersLm and 1/Cm, normalized to the lowest drive field val-
ues, as a function of the drive field.

560 560J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 John L. Delany: Bender transducer



culated normalized resonance frequency and peak TVR re-
sponses to drive. Given the small scale of the changes, there
is seen to be close agreement between the curves, thereby
supporting the analysis.

VII. ACOUSTIC PERFORMANCE LIMITS

High-drive tests have been conducted at the Lake Sen-
eca test site for several prototype bender designs. These have
demonstrated high acoustic performance capability, as illus-
trated by Table I. This lists the measured resonance fre-
quency~fw!, quality factor~Q!, source level~SL!, efficiency
~h!, mass~M!, and two figure of merit parameters (FOMV

and FOMM!. These figures of merit are defined in Ref. 6 as
follows: FOMM5radiated power~W!/@mass~kg!3fre-
quency~kHz!3quality factor#; FOMV5radiated power~W!/
@volume(m3)3frequency~Hz!3quality factor#. Also included
in the table are the performance characteristics that have

been published for other underwater transducer designs. It is
evident that the bender performance is among the highest
reported for any type of transducer.

It should be noted that the defined figures of merit do not
fully reflect the suitability of a transducer for certain types of
acoustic system. In particular, for battery-powered systems,
design viability usually depends on being able to meet an
acoustic requirement within a defined volume or weight con-

FIG. 15. Drive field sensitivities of normalized resonance frequency and
peak transmitting voltage response for a 240-mm diameter bender. Mea-
sured and calculated data points are as indicated.

FIG. 14. Normalized coupling coefficient~Kc! and electromechanical trans-
former turns ratio~N!, as a function of drive field, derived for a 240-mm
diameter bender.

TABLE I. Sonar projector performance Summary. Device data, other than for benders, are taken from Ref. 6.
SL units are dBre 1 mPa at 1 m, FOMM units are W/~kg-kHz!, and FOMV units are W/~m3-Hz!. For the
benders, the conversion factor relating dBre 1 W to dB re 1 mPa at 1 m is170.5, corresponding to a
fresh-water sound speed of 1423 m/s.

Projector description f w ~Hz! Q SL~dB! h ~%! M ~kg! FOMM FOMV

Bender~240-mm diam.! 860 10 212.3 80 12.4 140 680
Bender~100-mm diam.! 1 730 10 203.6 80 0.82 140 645
DREA PZT Barrel-stave
large Class I

790 3.6 204.3 81 16.7 47 162

NUWC/Sanders Terfenol-
D ‘‘dogbone’’ Class VII

930 4.7 212.0 46 15.4 210 710

Allied Signal DX835E
PMN Class IV

2 500 4.6 210.2 43 10 83 185

Raytheon copolymer
projector

14 600 2.4 214.0 26 1.0 80 331
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straint. In this situation, the available system efficiency is
also a key factor in the selection of a suitable transducer.
Multiplying the conventional FOM by the device efficiency
~h! provides a means for taking this factor into account. On
this basis, the bender is seen to offer a higher system perfor-
mance than the listed alternatives.

VIII. CONCLUSIONS

The reliance of the fundamental resonance of the bender
on diaphragm flexure provides a simple mechanism for
achieving a low resonance frequency from a device that is
small compared to the propagating wavelength. The small
relative size accounts for the success of the spherical trans-
ducer equivalent circuit model. This has provided a reliable
means for predicting the acoustic response from impedance
measurements. Accordingly, with measurements made under
effective free-field conditions, the impedance response has
been found to provide a reliable means for checking the ac-
curacy of hydrophone calibrations.

The range of device designs studied here has provided a
simple set of scaling rules for the equivalent circuit param-
eters. The identification of an effective spherical radius~r!
that is nominally half the diaphragm radius~a! indicates that
the behavior approaches that of a circular piston in an infinite
baffle. Given the scaling model, it has been possible to pre-
dict the performances available from a wide range of device
geometries, and accordingly to identify geometry options for
particular performance requirements.

Measurements of devices under different operating con-
ditions have revealed performance sensitivities to pressure
and drive voltage. It has been found that the effect of pres-
sure can be modeled by assuming that its direct effect is
restricted to the equivalent circuit capacitors and transformer
turns ratio. On this basis, the pressure sensitivities of the
coupling coefficient and transformer turns ratio have been
observed to match each other, decreasing with increasing
pressure. A similar model has been employed to deduce the
device sensitivity to drive voltage. The coupling coefficient
and transformer turns ratio sensitivities to drive voltage have
also been found to match each other. In this case, these pa-
rameters increase with drive level.

Given the figure of merit values observed for the tested
devices, it is not surprising that the bender transducer has

proved to be an important device type for self-powered
acoustic system applications. In particular, the ability of the
bender to fit within a defined diameter, and stack compactly,
one on top of the other, generally provides for space-efficient
packaging. Finally, given the relatively high operating effi-
ciency of the bender under high drive, the power require-
ments of underwater systems can generally be kept to a mini-
mum by their use.
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Estimation of broadband acoustic power due to rib forces
on a reinforced panel under turbulent boundary layer-like
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This paper shows that, when the attachment forces on a rib-reinforced panel subjected to turbulent
boundary layer~TBL! excitation can be considered to radiate independently, the rib-related acoustic
power in a broad~e.g., one-third octave! frequency band can be estimated as the product of the
average mean-squared force, the real part of the radiation admittance of an attachment force, and the
number of ribs. Using a simple model of a string with point mass or spring attachments, an approach
is developed for estimating the average mean-squared force in broad frequency bands. The results
are in a form that can be applied to ribbed plates and shells. The following paper establishes the
condition under which the ribs can be considered to radiate independently, and presents the results
of validating calculations for steel plates in water.@DOI: 10.1121/1.1331111#

PACS numbers: 43.40.Hb, 43.40.Cw@CBB#

I. INTRODUCTION

Exterior portions of many structures of interest may be
considered large flat or curved panels or shells reinforced by
ribs that are parallel and nominally identical, and often
equally spaced. When subjected to turbulent flow over its
surface, the panel will vibrate due to the turbulent boundary
layer ~TBL! pressure acting upon it, and radiate into the am-
bient acoustic medium. Calculation of the acoustic power
radiated requires specification of the frequency-wave number
spectrum~or cross-correlation function! of the driving TBL
pressure, a description of the panel properties, and a method
for calculating the panel’s response to the driving pressure.
Analyses of the response of finite panels to TBL pressure
excitation typically treat rectangular panels, and formulate
the solution in terms ofin vacuomodal series. References
1–3 discuss finite rectangular panels that are otherwise ho-
mogeneous. Davies1 evaluates the radiated power by ignor-
ing modal coupling and including only the contributions of
modes resonant in selected frequency bands, effectively ob-
taining a smoothed broadband radiated power spectrum.
Graham2 also ignores modal coupling, but evaluates the re-
sulting series for radiated power by summing all terms at
small frequency intervals, obtaining a narrow-band radiated
power spectrum. Mkhitarov3 presents a full modal formula-
tion, but then appears to also neglect modal coupling in com-
puting radiated pressure directivities at particular frequencies
and a narrow-band spectrum for pressure radiated into a par-
ticular direction. In Ref. 4, Mkhitarov presents an analysis of
a finite rectangular panel reinforced by several parallel ribs.
The solution is developed in terms of modal series for each
bay, and the imposition of continuity requirements at adja-
cent bays results in an infinite set of simultaneous algebraic
equations for the coefficients. The formulation is very com-
plicated, but produces narrow-band radiation spectra. Howe
and Shah,5 using a different approach, first consider the TBL
excitation of two semi-infinite plates joined by a simply sup-

ported or clamped boundary condition, which represents an
infinite impedance rib. They then extend the method to a
periodic array of finite plate sections joined by clamped
boundary conditions. Explicit but complicated expressions
are given for the radiated pressure frequency spectral den-
sity. Shah and Howe6 also present an alternative approach
for the infinite plate with one clamped or simply supported
discontinuity.

The methods of Refs. 4 and 5 spend a large portion of
the computational effort in producing narrow-band results
that may be given a significance not warranted by the accu-
racy of the descriptions of the narrow-band response charac-
teristics of the structure. Estimates of radiated power in
broad frequency bands may be more appropriate when no
‘‘point’’ frequency is of particular interest. This paper pre-
sents an approach for directly estimating the broadband ra-
diated power spectrum~in contrast to integrating narrow-
band results!, when the rib forces on a reinforced panel
driven by TBL pressures can be considered to radiate inde-
pendently. Subject to this condition, a method is given for
calculating the average~over all the ribs! of the mean-
squared force that each rib exerts on the otherwise uniform
panel within a frequency band. The power radiated is then
found as the product of this average mean-squared force, the
real part of the radiation admittance of a rib force, and the
number of ribs. A following paper7 demonstrates the condi-
tions under which a set of ribs can be considered to radiate
independently under TBL excitation.

This approach is intended to be applicable to ribbed
plates or shells in water when the dominant response is in
bending. In order to derive explicit results and keep expres-
sions simple, it will be discussed in this paper in the context
of the one-dimensional problem of a string, with mass or
spring attachments, in a light acoustic medium. Although the
derivations may be complicated, the expressions that emerge,
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and the relationships among responses, will be shown to
have simple physical interpretations that can be extended to
plates and shells. Reference 7 presents validating calcula-
tions for a ribbed steel plate in water.

The paper is organized as follows: In Sec. II, a generic
TBL pressure spectrum is applied to a lightly damped string
without attachments, and the string’s mean-squared velocity
is calculated in broad frequency bands. The intent is to show
how various calculations are performed, generate results
needed in Sec. III, and provide a basis for viewing the effects
of an attachment. In Sec. III, a centrally located attachment is
added and the mean-squared velocity is recalculated along
with the mean-squared force acting between the string and
attachment. In Sec. IV, expressions are made specific for
discrete mass or spring attachments~which are stand-ins for
a beam in the case of a ribbed plate!, the relationships among
the various responses are discussed, and terms in the calcu-
lated expressions are given physical interpretations. In Sec.
V, the results are generalized to a noncentrally located at-
tachment. Section VI presents results of sample calculations
that validate the approximate forms developed for the single
attachment. In Sec. VII, the results for one noncentral attach-
ment are used to formulate the approximation for a string
with multiple attachments, and the results of validating cal-
culations are presented. Section VIII summarizes the results
and shows how they can be obtained from a spatially aver-
aged equivalent of the inhomogeneous string. This interpre-
tation provides the guidance for applying the results to
ribbed plates and shells. Section IX presents conclusions.

II. STRING WITHOUT ATTACHMENT

A. Description of structure and excitation

The ‘‘structure’’ to be considered is a string of lengthL
oriented along thex axis and fixed at its endsx56L/2. The
string has mass per unit lengthm, and is under a tension such
that the speed of free waves in the lossless stringin vacuois
c0 . At radian frequencyv, the wave number of the lossless
string isk05v/c0 , and if the string is given a small spatially
uniform loss factorh, the complex wave numberk is found
from the relationk25k0

2(11 ih), where exp(2ivt) time de-
pendence is implicit. If the kinetic energy in the ambient
acoustic medium is small compared to that of the string and
radiation from the ends of the string is ignored, then, at ra-
dian frequencyv, the transverse velocityvu of the uniform
finite string due to a driving force distribution over its length
may be given by Eq.~1!. The termv0(x) is the response, for
uxu,L/2, of a comparable string of infinite length to the
same driving force

vu~x!5v0~x!2
1

2
@v0~1L/2!1v0~2L/2!#

cos~kx!

cos~kL/2!

2
1

2
@v0~1L/2!2v0~2L/2!#

sin~kx!

sin~kL/2!
. ~1!

Because the driving force distribution will represent a TBL
pressure field, it is random in space and time; therefore, Eq.
~1! represents a sample function in the ensemble of responses

of a specific string to the various manifestations of the driv-
ing force distribution.

The driving force distribution will be assumed tempo-
rally stationary and spatially homogeneous, and will be
specified by its wave number-frequency spectrum,f~a,v!,
taken to be in the form of Eq.~2! in which a is the wave
number

f~a,v!5A~a,v!1B~a,v;kc!. ~2!

In Eq. ~2!, the functionB represents the convection peak at
convection wave numberkc , and the functionA represents
the slowly varying lower portion of the spectrum at wave
numbers less thankc . Although the contribution of the con-
vection peak may be important in aeroacoustic applications
where the flow speed is so large that the convection wave
number can be comparable to the structural wave number, it
does not usually have a significant effect in hydroacoustic
applications where the flow speed is much lower and the
convection wave number much higher. TheB term will,
therefore, be neglected and the forcing spectrum represented
by the A term alone which will now be assumed wave-
number white, so thatA(a,v)5S(v).

B. Calculation of spatial mean-squared velocity

The spatial mean-squared velocity for one sample func-
tion of the uniform string,vu

2, is defined by Eq.~3!

vu
25

1

L E
2L/2

1L/2

uvu
2~x!udx, ~3!

in which uvu
2(x)u is formed by multiplying the right-hand

side of Eq.~1! by its complex conjugate. This gives a pre-
liminary deterministic result. The statistical mean-squared
velocity, ^uvu

2u&, is found by using the autocorrelation func-
tion Rv0

(x12x2)5^v0(x1)v0* (x2)& ~where* represents the
complex conjugate! to form the statistical average of the
various velocity quadratics. Whenh!1, the autocorrelation
function is given by Eq.~4a!. Its derivation is outlined in
Appendix A, along with those of some other results in this
section.

Rv0
~«!5

pk0S~v!

hv2m2 Fcos~k0«!1
h

2
sin~k0u«u!G

3exp~2hk0u«u/2!. ~4a!

If the string is lightly damped, so thathk0L/2!1, Eq. ~4a!
may be approximated by Eq.~4b!

Rv0
~«!'

pk0S~v!

hv2m2 cos~k0«!1
pk0S~v!

2v2m2

3@sin~k0u«u!2k0u«ucos~k0«!#. ~4b!

The right-hand side of Eq.~1! is inserted into the integral of
Eq. ~3!, and Eq.~4b! is used to evaluatêv0(x1)v0* (x2)&.
The integration overx leads to the following integrals which,
for k0L@1 andhk0L!1, are evaluated as indicated:

1

L E
2L/2

1L/2

ucos2~kx!udx'1/2,
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1

L E
2L/2

1L/2

usin2~kx!udx'1/2,

1

L E
2L/2

1L/2

sin~kx!cos* ~kx!dx→O~1/kL!,

which will be neglected in comparison to 1/2.

1

L E
2L/2

1L/2

sin* ~kx!cos~kx!dx→O~1/k0L !,

which will be neglected in comparison to 1/2. With these
approximations to the integrals, the mean-squared velocity is
given by Eq.~5!

^uvu
2u&'

pk0S~v!

8v2m2 k0LF 1

usin~kL/2!u2
1

1

ucos~kL/2!u2G
'

pk0S~v!

2v2m2

k0L

usin~kL!u2
. ~5!

Equation~5! represents the point frequency spectrum of the
mean-squared velocity. For broadband excitation, it will be
dominated by peaks that occur at resonances of the string.
The mean-squared velocity due to one resonance may be
found by integrating Eq.~5! over the resonance bandwidth.
This integral may be approximated in terms of its residue,
and the result is@S(vn)p2#/(hLvnm2), wherevn is thenth
resonance frequency. In a frequency bandDv, there will be
approximatelyL/pc0Dv resonances; if this number is at
least 2, the total mean-squared velocity inDv is approxi-
mated by Eq.~6!, in which v̄ is a representative resonance
frequency within the band, andS(v) is assumed to be slowly
varying

^uv2u&Dv'
pS~v̄ !

hv̄c0m2 Dv. ~6!

This result is identical to the mean-squared velocity of the
infinite string inDv.

III. STRING WITH CENTRALLY LOCATED
ATTACHMENT

A. Modification to response of string

Consider an attachment to the string atx50, which can
exert a normal force on the string and in turn respond to the
string’s reaction force on it. Using the sign convention
shown in Fig. 1, the mutual force developed between the
string and the attachment is given by Eq.~7!, in whichvu(0)
is the velocity of the uniform string~without attachment! at
x50, Ȳa(v)52 iYa(v) is the attachment’s input admit-

tance relating the force and velocity at its connection to the
string, andȲi(v)52 iYi(v)1Yr(v) is the input admittance
of the string for a force applied atx50

F5
vu~0!

Ȳi~v!1Ȳa~v!
. ~7!

In writing the input admittance, radiation due to the action of
the force on the string is included through the radiation ad-
mittance,Yr(v), which is defined so thatuF2uRe(Yr) is the
radiated power. Acoustic added mass and radiation from the
ends will again be ignored. The ‘‘structural’’ part of the ad-
mittance is2 iYi . The effect of the acoustic field due to the
attachment force will be assumed confined to a small neigh-
borhood of the drive point, so that its influence on the
string’s velocity atx56L/2 is negligible. With these as-
sumptions, the input admittance is approximated by Eq.~8!,
in which the first term on the right-hand side is thein vacuo
admittance for the string fixed at its ends. The second term,
Ȳr(0;v), is the acoustic component of the input admittance,
whereFȲr(x;v) is the acoustic component of the string’s
velocity. For the purpose of this simplified model,Ȳr(0;v)
will be assumed real and positive

Ȳi~v!52
i

2mc

sin~kL/2!

cos~kL/2!
1Ȳr~0;v!. ~8!

Combination of Eqs.~1!, ~7!, and~8!, and rearrangement
of terms produces Eq.~9! for the forceF

F5
iv0~0!2 ~ i /2! @v0~1L/2!1v0~2L/2!#/cos~kL/2!

Yi~v!1Ya~v!1 iYr~v!
,

~9!

in which

Yi~v!5
1

2mc

sin~kL/2!

cos~kL/2!
~10a!

and

Yr~v!5Ȳr~0;v!. ~10b!

The contribution of the force to the velocity of the string
is given by Eq.~11!

vF~x!5
iF

2mc

sin@k~L/22uxu!#
cos~kL/2!

1FȲr~x;v!. ~11!

B. Modification of spatial mean-squared velocity

The total velocity of the string with the centrally located
attachment is found by adding the right-hand side of Eq.~11!
to the right-hand side of Eq.~1!, and is given by Eq.~12!

v~x!5vu~x!1vF~x!. ~12!

The spatial mean-squared velocity of a sample function
is given by Eq.~13!

v25
1

L E
2L/2

1L/2

uvu
2~x!udx1

1

L E
2L/2

1L/2

uvF
2~x!udx

1
1

L E
2L/2

1L/2

@vu~x!vF* ~x!1vu* ~x!vF~x!#dx. ~13!

FIG. 1. String coordinates and sign conventions.
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The statistical average of the first term on the right-hand side
of Eq. ~13! has already been evaluated, and the result for a
frequency bandDv is given by Eq.~6!. The statistical aver-
age of the other two terms is evaluated by using the velocity

autocorrelation function given by Eq.~4b!. The leading
terms are given by expressions~14!, in which it has been
assumed that the contribution of the acoustic component of
velocity is localized and negligible

pS~v!L

8m2c0
2 c, ~14a!

C5
1

ucos~kL/2! u2 U 1

2mccos~kL/2!
U2U 1

Yi~v!1Ya~v!1 iYr~v!
U2

2
sin~k0L/2!

ucos~kL/2!u2 F 1

2mccos~kL/2!G
3F 1

Yi~v!1Ya~v!1 iYr~v!G2
sin~k0L/2!

ucos~kL/2!u2 F 1

2mccos~kL/2!G* F 1

Yi~v!1Ya~v!1 iYr~v!G* . ~14b!

Expressions~14! represent part of the point frequency spec-
trum of the mean-squared velocity of the string with the
centrally located attachment. For broadband excitation, it
will be dominated by peaks which correspond to resonances
of even modes of the string without the attachment, which
are identified by the condition cos(knL/2)50, and by peaks
which correspond to resonances of the new even modes of
the string with the attachment atx50, identified by the con-
dition Yi(v)1Ya(v)1 iYr(v)50. The contribution of a
peak to the mean-squared velocity is obtained by integrating
Eq. ~14! across its bandwidth. It is found that the contribu-
tion of the original even modes is canceled, a result which is
expected because they no longer represent resonances of the
string. The contribution of a new even mode having reso-
nance frequencyvm is found to be approximated by Eq.
~15a!, in which Y8(v)5dY/dv, YiR8 5Re(Yi8), and YaR8

5Re(Ya8). It has been assumed thathk0L!1,
uYr8(vm)/Yi8(vm)u!1, and that the attachment is lightly
damped.

p2S~vm!L

4m2c0
2 U 1

2mccos2~kmL/2!
U2

•F 1

YiR8 ~vm!1YaR8 ~vm!G
•F 1

2vm Im@Yi8~vm!#12vmuIm@Ya8~vm!#u12Yr~vm!G .
~15a!

It follows from the assumptions that 2 Im@Yi8(vm)#
'hYiR8 (vm). From Eq. ~10a!, cos2(kmL/2)Yi8(vm)
5mL/(2mc)2'cos2(kmL/2)YiR8 (vm)'mL/(2mc0)2; there-
fore, Eq.~15a! may be rewritten as Eq.~15b!

p2S~vm!

Lm2 F 1

11YaR8 ~vm!/YiR8 ~vm!G•F 1

hvm12vmuIm@Ya8~vm!#u/YiR8 ~vm!12Yr~vm!/YiR8 ~vm!G . ~15b!

In a sufficiently wide frequency bandDv, there will be approximately@(L/2pc0)1Na(v)#Dv such resonances, whereNa is
the modal density of the attachment. Upon multiplying Eq.~15b! by this number, and adding the result to the mean-squared
velocity due to the unaltered odd modes of the string, Eq.~16! is obtained for the statistical average of the spatial mean-
squared velocity of the string with attachment in frequency bandDv.

^uv2u&Dv'
pS~v̄ !

2hv̄c0m2 Dv1
pS~v̄ !

2v̄c0m2 F 112pc0Na~v̄ !/L

11YaR8 ~v̄ !/YiR8 ~v̄ !G•F 1

h12uIm@Ya8~v̄ !#u/YiR8 ~v̄ !12Yr~v̄ !/@v̄YiR8 ~v̄ !#GDv. ~16!

C. Calculation of mean-squared attachment force and velocity

The attachment force is given by Eq.~9!, and, after applying the velocity autocorrelation function of Eq.~4b!, the
dominant term of the mean-squared value is found to be given by Eq.~17!

^uF2u&'
pS~v!L

4m2c0
2

1

ucos~kL/2!u2 U 1

Yi~v!1Ya~v!1 iYr~v!
U2

. ~17!

This is a point frequency spectrum; to get the broadband spectrum, this must be integrated across the resonance bandwidths.
The only resonance contributions occur atYi(vm)1Ya(vm)1 iYr(vm)50, and the result of integrating over a single reso-
nance bandwidth is given by Eq.~18!, in which the previous approximations have been applied
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2p2S~vm!

mvm

1

YiR8 ~vm! F 1

11YaR8 ~vm!/YiR8 ~vm!G•F 1

h12uIm@Ya8~vm!#u/YiR8 ~vm!12Yr~vm!/@vmYiR8 vm!G . ~18!

Upon multiplying by the modal density, Eq.~19! results for the mean-squared force within a bandwidthDv

^uF2u&Dv'
pS~v̄ !L

v̄mc0

1

YiR8 ~v̄ ! F 112pc0Na~v̄ !/L

11YaR8 ~v̄ !/YiR8 ~v̄ !G•F 1

h12uIm@Ya8~v̄ !#u/YiR8 ~v̄ !12Yr~v̄ !/@v̄YiR8 v̄ !GDv. ~19!

The mean-squared velocity at the attachment is calculated in
a similar manner and found to be given by Eq.~20!

^uva
2u&Dv'uYa~v̄ !u2^uF2u&Dv . ~20!

IV. INTERPRETATION OF RESULTS

Because the attachment is centrally located on the string,
it does not change the character and responses of the odd
modes; therefore, attention is restricted to the altered even
modes of the string. Consideration is given to the responses
in a broad frequency bandDv.

A. Properties of the attachment

The attachment to the string will now be assumed to be
either a concentrated lumped mass or a spring. For a mass,
Ȳa(v)5( i 1ha)/vt or Ya(v)5(211 iha)/vt, wheret is
the size of the mass andha is a loss factor associated with its
velocity. Forha!1, its total~kinetic! energy when driven by
a force F is Ea5(t/2)uF2u/(t2v2)5uF2u/2tv2. For a
spring, Ȳa(v)5@(2 i 1ha)v#/K and Ya(v)5@(1
1 iha)v#/K, whereK is the spring constant andha is a loss
factor associated with the spring’s strain rate. Forha!1, its
total ~potential! energy when driven by a forceF is Ea

5(K/2v2)(v2uF2u/K2)5uF2u/2K. It follows that
uF2uYaR8 (v)52Ea for both the mass and the spring. This
result also applies to the string, namely thatYiR8 (v) is equal
to twice the total~kinetic1potential! energy,Es , that the
force F puts into the string; at a system resonance, this
amounts to all the energy in the string. Because of these
relationships, the ratio 2uIm@Ya8(v̄)#u/YiR8 (v̄) appearing in Eqs.
~16! and ~19! is equal to 2haYaR8 (v̄)/YiR8 (v̄), in which the
ratio YaR8 (v̄)/YiR8 (v̄) is approximately equal to the ratio of
the energy in the mass or spring attachment to the energy in
the string in bandwidthDv. ~It is an approximation because
there are several resonances within the bandwidth, each with
its own ratio; the equality is exact for any single resonance.!

B. Relationships between mean-squared force and
velocity

Comparison of Eqs.~16! and ~19! shows that the rela-
tionship between the mean-squared velocity and the mean-
squared attachment force for the even modes is given by Eq.
~21!

^uF2u&Dv'
2mL^uv2u&Dv

YiR8 ~v̄ !
~21!

The string’s kinetic energy ismL/2^uv2u&Dv , which is half
its total energy; therefore,^uF2u&DvYiR8 (v̄) is equal to twice
the total energy in the string, as expected.

C. Power balance

There is no additional modal density associated with a
mass or spring attachment, so thatNa50. From Eq.~16!, and
upon applying the relationships just derived, the mean-
squared velocity due to the even modes of the string with
mass or spring attachment may be given by Eq.~22!

^uv2u&Dv'
pS~v̄ !

2v̄c0m2 F 1

11YaR8 ~v̄ !/YiR8 ~v̄ !G
•F 1

h12haEa /Es12Yr~v̄ !/@v̄YiR8 ~v̄ !#GDv.

~22a!

After rearrangement and multiplication of both sides bymL,
Eq. ~22b! results

hmL^uv2u&Dv12haEa

mL^uv2u&Dv

Es
1Yr~v̄ !

2mL^uv2u&Dv

v̄YiR8 ~v̄ !

'
pS~v̄ !

2v̄c0m2 F mL

11YaR8 ~v̄ !/YiR8 ~v̄ !G . ~22b!

BecauseEs5mL^uv2u&Dv and the forceF is given by Eq.
~21!, Eq. ~22b! may be written as Eq.~23!

v̄hEs12v̄haEa1Yr^uF2u&Dv

'
pLS~v̄ !

2mc0
F 1

11YaR8 ~v̄ !/YiR8 ~v̄ !G . ~23!

The three terms on the left-hand side of Eq.~23!, respec-
tively, represent the power dissipated in the string, the power
dissipated in the mass or spring attachment, and the power
radiated due to the attachment force. The right-hand side
should, therefore, equal the power input to the modified even
modes, which can be verified by an independent calculation
beginning with the integral

RealE
2L/2

1L/2

v~x! f * ~x!dx,

wheref (x) is a sample function of the TBL driving force per
unit length acting on the string, forming the statistical aver-
age and integrating over the resonance bandwidths.
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D. Simplified expression for the mean-squared force

When the radiation, structural, and attachment damping
are each small, the relationship defining a resonance be-
comes 2mc0 sin(vL/2c0)1YaR(v)cos(vL/2c0)50, result-
ing in (2mc0)2cos2(kmL/2)5Y`

2 1YaR
2 (vm), where Y`

51/(2mc0) is the input admittance,in vacuo, of the equiva-

lent uniform infinite string,vm is a resonance frequency, and
km5vm /c0 . It follows that YiR8 (vm)5mL@Y`

2 1YaR
2 (vm)#,

and the mean-squared force inDv may be given by Eq.~24!,
in which Y0

2(v̄)5Y`
2 1YaR

2 (v̄)5uY`2 iYaRu2, whereY0 is
the magnitude of thein vacuoinput admittance of the loaded
infinite string at the attachment point~neglectingha!

^uF2u&Dv'
pS~v̄ !

v̄m2c0

1

Y0
2~v̄ ! F 112pc0Na~v̄ !/L

11YaR8 ~v̄ !/@mLY0
2~v̄ !#G•F 1

h12haYaR8 ~v̄ !/@mLY0
2~v̄ !#12Yr~v̄ !/@v̄mLY0

2~v̄ !#GDv. ~24a!

It is shown in Appendix B that, for a mass or spring attachment,@YaR8 (v)#/@mLY0
2(v)#!1, whenk0L@1. Therefore, with

Na50, Eq. ~24a! can be further approximated by Eq.~24b!

^uF2u&Dv'
pS~v̄ !

v̄m2c0

1

Y0
2~v̄ !

Dv

h12haYaR8 ~v̄ !/@mLY0
2~v̄ !#12Yr~v̄ !/@v̄mLY0

2~v̄ !#
. ~24b!

E. Effects of significant structural damping

The derivations to this point have assumed ‘‘light’’
structural damping in the string, so thathk0L!1. If the
string is ‘‘significantly’’ damped so thathk0L/2@1, then
exp(2hk0L/4)!1, and the velocity autocorrelation in the
form of Eq. ~4a! must be used. Additionally,ucos(kL/2)u
@1, so that^uvu(0)u2&, where vu(0) is the velocity atx
50 of the string without the attachment, is approximated as
Rv0

(0); waves generated at the ends of the string are damped
out upon arrival atx50. In this case, the point spectrum of
the mean-squared attachment force, as calculated from Eq.
~7!, is given by Eq.~25a!

^uF2u&'
pS~v!

hvm2c0

1

uȲi~v!1Ȳa~v!u2 . ~25a!

From Eq. ~8!, with hk0L@1 but h!1, Ȳi(v)'Y`

1Yr(v), and Eq.~25a! may be rewritten as Eq.~25b!

^uF2u&'
pS~v!

hvm2c0

1

uY`1Yr~v!2 iYa~v!u2 . ~25b!

For a mass or spring attachment,Ya(v) is a smooth function
of frequency, and the mean-squared force in a bandDv is
approximated by Eq.~26!

^uF2u&Dv'
pS~v̄ !

hv̄m2c0

Dv

uY`1Yr~v̄ !2 iYa~v̄ !u2 . ~26!

This is the result for a nonresonant system and is to be com-
pared to Eq.~24b!, which gives the mean-squared force for a
resonant system with mass or spring attachment. Although
its derivation has assumed a lightly damped system, the re-
sults of Appendix B show that, ifhk0L is arbitrarily allowed
to become large, Eq.~24b! will be approximated by Eq.~27!

^uF2u&Dv'
pS~v̄ !

hv̄m2c0

1

Y0
2~v̄ !

Dv. ~27!

Recalling thatY0
2(v̄)5Y`

2 1YaR
2 (v̄), Eqs.~26! and ~27! are

seen to be similar but not identical. The effects of the radia-

tion admittanceYr and the attachment loss factorha are not
included in the denominator of Eq.~27!, but it has been
assumed that 2mc0Yr!1 and ha!1, so these effects are
small. Equation~24!, which was derived for very light string
damping, will yield a good approximation to the mean-
squared attachment force, even if used for large string damp-
ing. Its accuracy for arbitrary intermediate string damping
will be tested in the calculations described later.

V. SINGLE NON-CENTRAL ATTACHMENT

A. Mean-squared force

In Secs. III and IV, a centrally located attachment was
considered, which only interacted with the even modes of the
string. Because the interaction of multiple attachments with
the string involves both odd and even modes, an expression
for the mean-squared attachment force within a frequency
bandDv, due to a noncentral attachment, will be developed.
Following the procedures used above, the mean-squared
force due to an attachment atx5j, for a particular sample
function and frequency, is given by Eq.~28!

^uF2~v!u&5
^uvu~j!u2&

uȲi~v!1Ȳa~v!u2 . ~28!

The quantityvu(j) is the velocity of the finite string in the
absence of the attachment, and is given by Eq.~1!, with j
replacingx. The statistical average of the point frequency
spectrum of the mean-squared force is found by using the
autocorrelation function ofv0 , given by Eqs.~4!, to form the
averages of the various quadratic pairs which formuvu(j)u2.
These operations yield the point frequency spectrum; the
broadband mean-squared force spectrum,^uF2(v)u&Dv , is
estimated by integrating Eq.~28! over a resonance band-
width, and multiplying by the modal density~including both
even and odd modes! L/(pc0). The result is given by Eq.
~29! for a mass or spring attachment, for whichNa(v)50
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^uF2u&Dv'
2pS~v̄ !L

v̄mc0
F 1

11YaR8 ~v̄ !/YiR8 ~v̄ !G
•F 1

hYiR8 ~v̄ !12haYaR8 ~v̄ !12Yr~v̄ !/v̄GDv. ~29!

For a mass attachment,YaR8 (v)51/(tv2), and for a spring,
YaR8 (v)51/K.

For arbitrary force locationj and light damping,YiR(v)
is given by Eq.~30a!, and its derivative with respect tov,
YiR8 (v), is given by Eq.~30b!

YiR~v!5
1

2mc0

cos~2k0j!2cos~k0L !

sin~k0L !
, ~30a!

YiR8 ~v!

5
1

2mc0
2

3
L@12cos~k0L !cos~2k0j!#22j sin~k0L !sin~2k0j!

sin2~k0L !
.

~30b!

For a lightly damped system, the resonance condition is
given by YiR(vm)1YaR(vm)50, wherevm is a resonance

frequency; this leads to Eq.~31a! and then to Eq.~31b!, in
which G(kmL,j/L) is given by Eq.~31c!

1

sin2~kmL !
5

2~mc0!2F S 1

2mc0
D 2

1YaR
2 ~vm!G

@12cos~kmL !cos~2kmj!#2 1
2 sin2~2kmj!,

~31a!

YiR8 ~vm!5mLF S 1

2mc0
D 2

1YaR
2 ~vm!GG~kmL,j/L !, ~31b!

G~kmL,j/L !

5

@12cos~kmL !cos~2kmj!#2
2j

L
sin~kmL !sin~2kmj!

@12cos~kmL !cos~2kmj!#2 1
2 sin2~2kmj!

.

~31c!

When j50, G(kmL,j/L) is identically equal to unity and
YiR8 (vm) is equal to that given earlier for the centrally lo-
cated attachment. Forj not equal to zero, no explicit evalu-
ation is possible, but settingG equal to 2 leads to Eq.~32!, in
which Y0

2(v̄)5@(1/2mc0)21YaR
2 (v̄)#

^uF2u&Dv'
pS~v̄ !

v̄m2c0

1

Y0
2~v̄ ! F 1

11YaR8 ~v̄ !/@2mLY0
2~v̄ !#G•F 1

h1haYaR8 ~v̄ !/@mLY0
2~v̄ !#1Yr~v̄ !/@v̄mLY0

2~v̄ !#GDv. ~32a!

For a mass or spring attachment,YaR8 (v̄)/@mLY0
2(v̄)#!1; therefore, Eq.~32a! is further approximated by Eq.~32b!

^uF2u&Dv'
pS~v̄ !

v̄m2c0

1

Y0
2~v̄ ! F 1

h1haYaR8 ~v̄ !/@mLY0
2~v̄ !#1Yr~v̄ !/@v̄mLY0

2~v̄ !#GDv. ~32b!

This form has the following two attractive properties:

~1! When there is no string damping~h50!, the mean-
squared force is twice that of the centrally located attach-
ment. This is expected because both odd and even modes
contribute to the noncentral force; that is, the effective
modal density is doubled.

~2! When the string damping is more effective than the at-
tachment damping or radiation loss, i.e.,h
@haYaR8 (v̄)/@mLY0

2(v̄)# and h@Yr(v̄)/@mLY0
2(v̄)#,

the mean-squared force is equal to that of the centrally
located attachment. As shown in Appendix B, these in-
equalities result whenhk0L@1. Under this condition,
reflections from the ends of the string are effectively
dissipated before reaching the attachment which then ap-
pears to be centrally located on an infinite string.

B. Mean-squared velocity

The total velocity of the string for a particular sample
function is given by Eqs.~33!

v~x!5vu~x!2
F

mc0

sin@k~L/21j!#sin@k~L/22x!#

sin~kL!
; x.j,

~33a!

v~x!5vu~x!2
F

mc0

sin@k~L/22j!#sin@k~L/21x!#

sin~kL!
; x,j.

~33b!

The statistically averaged spatial mean-squared velocity is
found by forminguv2(x)u, using Eqs.~4! to form the statis-
tical average of the quadratic pairs, integrating overx, and
retaining only leading terms inkL. The result is given by Eq.
~34a!
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^uv2u&Dv'
pS~v̄ !

v̄c0m2 F 1

11YaR8 ~v̄ !/YiR8 ~v̄ !GF YiR8 ~v̄ !

hYiR8 ~v̄ !12haYaR8 ~v̄ !12Yr~v̄ !/v̄GDv ~34a!

Again, using Eq.~31b! with G52 results in Eq.~34b! for a mass or spring attachment

^uv2u&Dv'
pS~v̄ !

v̄c0m2 F 1

h1haYaR8 ~v̄ !/@mLY0
2~v̄ !#1Yr~v̄ !/@v̄mLY0

2~v̄ !#GDv. ~34b!

Comparison of Eqs.~32b! and ~34b! leads to Eq.~35!

^uF2u&Dv'
^uv2u&Dv

Y0
2~v̄ !

. ~35!

VI. SAMPLE CALCULATIONS FOR SINGLE
ATTACHMENT

Equations~24!, for the centrally placed attachment, and
~32!, for the noncentral attachment, will be applied to esti-
mating the mean-squared attachment force in one-third-
octave frequency bands due to a mass and a spring. The
results will be compared to those obtained by direct integra-
tion over frequency of the mean-squared forces given by
Eqs.~17! and~28!, respectively. The parameters do not cor-
respond to any particular system of interest, but were se-
lected to test the robustness of the approximation. Calcula-
tions are made over a frequency range of 10 to 10 000 Hz.
The string’s mass per unit length is taken to be 100 kg/m and
its length,L, and wave speed,c0 , are chosen to be 8 m and
100 m/s, respectively. These provide thatk0L55 at 10 Hz,
and that there are two even modes of the uniform string in
the 100-Hz one-third-octave band so that the wideband ap-
proximation is valid for 100 Hz and above. The radiation
admittance,Yr , is chosen to be 0.1/(2mc0) independent of
frequency. Calculations are performed for string loss factors,
h, of 0, 0.001, and 0.01. For these loss factors, the values of
hk0L at 1000 Hz are 0, 0.5, and 5, respectively, and are
proportional at other frequencies. The wave number white
spectral density of the driving force is taken to beS(v)
51 N2s/m, independent of frequency. Results are given for a
central attachment~j50 m! and a noncentral attachment~j
50.5 m!.

A. Mass attachment

The mass,t, is chosen to be 3.2 kg. This yields 2mc0

5vt at 1000 Hz, so that the attachment admittance is larger
than 1/(2mc0) at lower frequencies and is smaller at higher
frequencies. Calculations will be presented for an associated
loss factor,ha , equal to 0.

B. Spring attachment

The spring constant,K, is chosen to be 12.53107 N/m,
so that 2mc05K/v at 1000 Hz. The attachment admittance
is smaller than 1/(2mc0) at lower frequencies and is larger at
higher frequencies. Calculations will be presented for an as-
sociated loss factor,ha , equal to 0.1.

C. Comparison of results

Figures 2~a! and ~b! present the mean-squared mass at-
tachment force in one-third-octave frequency bands forj50
m and j50.5 m, respectively. In each figure, results are
shown for string loss factors,h, of 0, 0.001, and 0.01. The
open circles, squares, and triangles represent the approxima-
tion of Eqs. ~24! or ~32!, and the solid lines represent the
result of numerically integrating Eqs.~17! or ~28!. Figures
3~a! and ~b! contain corresponding results for the spring at-
tachment force. For all combinations of loss factors tested,
the agreement between the approximation and the numerical

FIG. 2. ~a! Mean-squared force for single mass attachment~j50 m!; ~b!
mean squared force for single mass attachment~j50.5 m!.
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integration is excellent for frequency bands centered at 100
Hz and above~where expected!, and continues for a few
lower bands as well.

VII. MULTIPLE ATTACHMENTS

A. Application of single attachment solution

Equation~34b!, for a mass or spring attachment, may be
rewritten as Eq.~36!

hv̄mL^uv2u&Dv1hav̄ YaR8 ~v̄ !
^uv2u&Dv

Y0
2~v̄ !

1Yr

^uv2u&Dv

Y0
2~v̄ !

5
pLS~v̄ !

c0m
. ~36!

Use of Eq. ~35!, and recognition thatmL^uv2u&Dv5Es ,
where Es is the energy in the string, and̂uF2u&DvYaR8 (v̄)
52Ea , whereEa is the energy in the attachment, leads to
Eq. ~37!

hv̄Es12hav̄Ea1^uF2u&DvYr5
pLS~v̄ !

c0m
. ~37!

The three terms on the left-hand side of Eq.~37! are,
respectively, the power dissipated in the string, the power
dissipated in the attachment, and the power radiated by the
attachment force. These should sum to the power input to the
system and it can be independently verified that the right-
hand side of Eq.~37! represents that input power. The quan-
tity YaR8 (v̄)/@2mLY0

2(v̄)# has been neglected in comparison
to unity. The input power is insensitive to the parameters of
the mass or spring attachment.

Suppose that there are a numberN mass or spring at-
tachments. It can be expected that the input power is insen-
sitive to N. The total power dissipated must again equal the
input power, but power is now radiated and lost atN loca-
tions in addition to the dissipation over the length of the
string. If ^uF2u&Dv is now allowed to represent the average
over all attachments of the mean-squared attachment force in
Dv for each individual attachment, the power balance is
given by Eq.~38a! or by Eq.~38b!

hv̄Es12haNv̄Ea1N^uF2u&DvYr5
pLS~v̄ !

c0m
, ~38a!

hv̄mL^uv2u&Dv1haNv̄YaR8 ~v̄ !
^uv2u&Dv

Y0
2~v̄ !

1NYr

^uv2u&Dv

Y0
2~v̄ !

5
pLS~v̄ !

c0m
. ~38b!

Finally, upon solving for̂ uv2u&Dv , using Eq.~35!, and let-
ting d5L/N be theaveragespacing between attachments,
Eq. ~39! results for the overall mean-squared force in the
frequency bandDv

^uF2u&Dv'
pS~v̄ !

v̄m2c0

1

Y0
2~v̄ !

Dv

h1haYaR8 ~v̄ !/@mdY0
2~v̄ !#1Yr8~v̄ !/@v̄mdY0

2~v̄ !#
. ~39!

B. Exact solution

Equation~39! will be compared to the result obtained by
numerically integrating the exact solution for a string of
length L having N identical attachments of admittance

2 iYa(v) at positionsx5jn , n51,N. Let vu(x) be a sample

function of the velocity of the uniform string; then, in order

to maintain continuity between the string and each attach-
ment, the attachment forcesFn(v) must satisfy Eq.~40!, in

FIG. 3. ~a! Mean-squared force for single spring attachment~j50 m!; ~b!
mean-squared force for single spring attachment~j50.5 m!.
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which 2 iYs(j i ,xn ;v)1Yr(v)d in is the strings response at
xn due to a force atj i , andd in is the Kronecker delta func-
tion signifying that the acoustic component of the response is
assumed localized to the drive point.

(
i 51

N

Fi~v!$Ys~j i ,xn ;v!1@Ya~v!1 iYr~v!#d in%

5 ivu~xn!; n51,N. ~40!

These equations may be solved for the forces in the form of
Eqs.~41!, in which Zni(v) is an impedance matrix

Fi~v!5 (
n51

N

ivu~xn!Zni~v!; i 51,n. ~41!

It follows that

uFi
2~v!u5 (

n51

N

vu~xn!Zni~v!(
k51

N

vu* ~xk!Zki* ~v!, ~42a!

and the statistical average of the mean-squared force of the
ith attachment as a function of frequency is given by Eq.
~42b!, in which Rv0

(«) is given by Eqs.~4!

^uFi
2~v!u&5 (

n51

N

(
k51

N

Rv0
~xn2xk!Zni~v!Zki* ~v!. ~42b!

The right-hand side of Eq.~42b! may be integrated over
frequency to obtain̂ uFi

2(v)u&Dv , and the average over all
attachments is given by Eq.~43!, in which v̄ is the band
center frequency

^uF2~v̄ !u&5
1

N (
i 51

N

^uFi
2~v!u&Dv . ~43!

C. Calculations

Figure 4~a! presents a comparison of the overall mean-
squared attachment force in one-third-octave frequency
bands for a string having four mass attachments located at
x523.0, 21.3, 10.7, 12.8. Results are shown forh50,
0.001, and 0.01, withha50 for each case. Figure 4~b! pre-
sents a similar comparison for four spring attachments at the
same locations and for the same three string loss factors, but
with ha50.1. In both cases, very good agreement is obtained
down to frequencies below 100 Hz.

As a check on whether the approximation is applicable
to uniformly spaced attachments, calculations were done for
eight masses located atx563.5, 62.5, 61.5, and60.5,
with h50 andha50.1. Results are given in Fig. 5~a! which
again shows very good agreement between the approxima-
tion and exact solution down to well below 100 Hz. This is
surprising because it is expected that the exact solution
would have shown dropouts influenced by stop bands. The
explanation for the absence of dropouts is that the particular
choice of parameters results in a high density of stop-/
passbands, and any one-third-octave band enclosing more
than one stop band must also possess at least one passband
that contains the resonance required for the approximation.

A different situation is illustrated by Fig. 5~b! for an-
other set of parameters:m539 g/cm, L5400 cm eight

masses oft5585 g located atx56175 cm,6125 cm,675
cm, 625 cm. The wave speed,c0 , is chosen here to be
frequency dependent so that the string mimics the bending
characteristics of a 5-cm-thick steel beam:c05340Am f,
wherec0 is in cm/s,m is in g/cm, andf is the frequency in
Hz. The loss factors are againh50 andha50.1. For these
parameters, some stop bands span an entire one-third-octave
band, and dropouts result. At frequencies above about 280
Hz, the minima in the exact solution are due to stop bands,
which cannot be identified by the approximate solution. Be-
low about 150 Hz, the exact solution for the finite string
departs from the approximate solution, not because of stop
bands, but because some one-third-octave bands do not con-
tain a resonance.

VIII. INTERPRETATION AND APPLICATION

The purpose of this section is to examine the explicit
results for the string, and give the various combinations of
parameters a robust interpretation. This will permit equiva-
lent quantities and results for more complicated systems to
be calculated without a detailed analysis. It will be shown

FIG. 4. ~a! Mean-squared force for four mass attachments;~b! mean-
squared force for four spring attachments.
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that the mean-squared velocity of the string is equivalent to
that of an infinite uniform string having spatially averaged
dissipation properties related to the losses in the vibrating
attachments, radiation by the attachment forces, and struc-
tural dissipation in the string itself. The mean-squared attach-
ment force follows from enforcing continuity of velocity be-
tween the attachment and the string.

Equation~38b! may be rewritten as Eq.~44!

hv̄m^uv2u&Dv1
hav̄YaR8 ~v̄ !

dY0
2~v̄ !

^uv2u&Dv

1
Yr

dY0
2~v̄ !

^uv2u&Dv5
pS~v̄ !

c0m
. ~44!

The right-hand side is the input power per unit length. The
three terms on the left-hand side are, respectively, the power
dissipated per unit length by string damping, thespatially,
averagedpower dissipated per unit string length by the at-
tachment damping, and thespatially averagedpower radi-
ated per unit string length by the attachment forces. The

spatially averaged values are used to define uniform viscous
damping coefficients,ba andb r , for the attachment dissipa-
tion and radiation, respectively.

ba5
hav̄YaR8 ~v̄ !

dY0
2~v̄ !

, ~45a!

b r5
Yr

dY0
2~v̄ !

. ~45b!

These coefficients can be used to form a differential equation
for the response of an infinite string having smoothed dissi-
pation properties

2T~12 ih!u~x!xx2mv2u~x!2 iv~ba1b r !u~x!5 f ~x!.
~46!

In Eq. ~46!, T is the string tension,u(x) is the string dis-
placement as a function ofx, uxx is its second derivative with
respect tox, f is the driving force per unit length, and exp
(2ivt) time dependence is assumed and suppressed. Iff (x)
5 f̄ 0 exp(iax), the solution of Eq.~46! is ū0 exp(iax), where
ū0 is given by Eq.~47!

ū05 f̄ 0@T~12 ih!a22Mv22 iv~ba1b r !#
21. ~47!

The mean-squared string velocity at frequencyv, due to a
spatially random driving force represented by a slowly vary-
ing wave-number-white mean-squared spectral density
S(v), is given by Eq.~48!

^uv2u&5S~v!v2E
2`

1`

uT~12 ih!a22Mv2

2 iv~ba1b r !u22da. ~48!

The integral can be evaluated in terms of its residues, and,
for small loss factors, the mean-squared velocity in a band-
width Dv is given by Eq.~49!

^v2&Dv5
pS~v̄ !

v̄c0m2

1

h1~ba1b r !/~v̄m!
. ~49!

This result is identical to that of Eq.~48!. If the mean-
squared attachment force is calculated by assuming no inter-
action among attachments, then^uF2u&Dv5^uv2u&Dv /uȲi(v̄)
1Ȳa(v̄)u2. When loss factors are much smaller than unity,
uȲi(v̄)1Ȳa(v̄)u25Y`

2 (v̄)1YaR
2 (v̄)5Y0

2(v̄), and Eq.~35!
is recovered.

This result can also be obtained by a heuristic argument.
Assume that̂ uv2u&Dv is the resulting mean-squared velocity
of the string with attachments. Again assuming each attach-
ment force to be independent of the others, continuity re-
quires that̂ uF2u&'^uv2u&/Y0

2. The spatially averaged power
radiated per unit length of string iŝuF2u&(Yr /d)5^uv2u&
3(Yr /d)/Y0

2. The power dissipated by mass attachments per
unit length of string is given bŷ uF2u&(ha /vtd)5^uv2u&
3(ha /vtd)/Y0

2. For spring attachments, the power dissi-
pated per unit length is ^uF2u&(vha /Kd)5^uv2u&
3(vha /Kd)/Y0

2. Each of these can be written as
^uv2u&vhaYaR8 (v)/@dY0

2(v)#. The power dissipated through
structural string damping per unit length ishvm^uv2u&.
When these are equated to the power input per unit length,
Eq. ~49! is reproduced.

FIG. 5. ~a! Mean-squared force for eight uniformly spaced mass attach-
ments~high density stop-/passbands!; ~b! mean-squared force for eight uni-
formly spaced mass attachments~low density stop/pass bands!.
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IX. CONCLUSION

The objective of this and the following paper is to de-
velop a formalism for estimating the broadband acoustic
power radiated by a rib-reinforced panel driven by a spatially
homogeneous and temporally stationary random forcing field
representative of a TBL excitation. In order to simplify the
derivations and resulting expressions, the structure consid-
ered for analysis in this paper was a finite length string hav-
ing identical mass or spring attachments. It was shown that,
if the acoustic parts of the attachments’ interactions with the
string can be considered equal and independent of one an-
other, an equivalent uniform string can be defined. The uni-
form model can then be used to estimate the overall mean-
squared attachment force,^uF2u&Dv , in broad frequency
bands, without accounting for interactions among attach-
ments. The power radiated inDv is then given as the product
NYr(v)^uF2u&Dv , whereN is the number of attachments and
Yr is the power radiated per unit force. Exceptions occur in
those frequency bands in which the response of the structure
is dominated by a stop band. In these cases, the approxima-
tion produces an overestimate of the mean-squared force and
the resulting rib-related radiated power. For typical steel or
aluminum panels in water, the severity of stop bands may be
mitigated by communication among panel bays via the water
path.

ACKNOWLEDGMENT

This work was funded through the Office of Naval Re-
search Hydroacoustics Program: L. Patrick Purtell, Program
Manager.

APPENDIX A

1. Derivation of Eq. „4a…

The mean-squared spectral density of the velocity of the
infinite string is related to that of the driving pressure by Eq.
~A1!

Fv0
~a,v!5

F~a,v!

U2 ivmS 12
a2

k0
2~11 ih! DU

2 . ~A1!

The autocorrelation function of this velocity, as a function of
frequency, is found by integrating the spectral density over
wave number. For a wave-number-white driving spectrum,
andh2!1, Eq. ~A2! is obtained

Rv0
~«!5S~v!

k0
4

v2m2

3E
2`

1` exp~ i«a!

@a22k0
2~11 ih!#@a22k0

2~12 ih!#
da.

~A2!

The integral may be evaluated by using contour integration.
The integrand has four poles located ata56k0(16 ih/2).
For «.0, the contour is closed in the upper half plane; for
«,0, it is closed in the lower half plane. Application of the
theory of residues leads to Eq.~4a!.

2. Derivation of Eq. „5…

The square of the absolute value of the right-hand side
of Eq. ~1! is formed, which leads to expressions such as the
three given below, in which the asterisk signifies the com-
plex conjugate

v0~x!v0* ~x!;

1
4 @v0~1L/2!1v0~2L/2!#@v0* ~1L/2!1v0* ~2L/2!#

3
cos~kx!

cos~kL/2!

cos~k* x!

cos~k* L/2!
;

2
1

2
v0~x!@v0* ~1L/2!1v0* ~2L/2!#

cos~k* x!

cos~k* L/2!

2
1

2
v0* ~x!@v0~1L/2!1v0~2L/2!#

cos~kx!

cos~kL/2!
.

The statistical average of the velocity products are formed
and expressed in terms of the autocorrelation function,
Rv0

(«). Sample evaluations are given by Eqs.~A3!

v0~x!v0* ~x!5Rv0
~x2x!5Rv0

~0!, ~A3a!

v0~1L/2!v0* ~1L/2!5Rv0
~L/22L/2!5Rv0

~0!, ~A3b!

v0~1L/2!v0* ~2L/2!5Rv0
~L/21L/2!5Rv0

~L !, ~A3c!

v0~x!v0* ~1L/2!5Rv0
~x2L/2!, ~A3d!

v0* ~x!v0~2L/2!5Rv0
~2L/22x!5Rv0

~x1L/2!. ~A3e!

When the form of the autocorrelation function given by Eq.
~4b! is used to evaluate the right-hand side of Eqs.~A3!, and
for all such combinations, Eq.~5! is obtained.

3. Derivation of Eq. „6…

Equation~5! represents the point frequency spectral den-
sity of the mean-squared velocity. The broadband frequency
spectrum is obtained by integrating the point spectral density
across resonance bandwidths. Letdv be a narrow frequency
band containing a resonance frequency,vn , defined bykL
5(vnL/c0)(11 i (h/2))5np. The integration of the right-
hand side of Eq.~5! over dv can be approximated by Eq.
~A4!

pL~vn /c0!2S~vn!

2vn
2m2

3E
dv

dv

sinFvL

c0
S 11 i

h

2 D GsinFvL

c0
S 12 i

h

2 D G . ~A4!

The integrand has poles defined by (vL/c0)(12 i (h/2))
5np and (vL/c0)(11 i (h/2))5np, respectively, corre-
sponding to the first and second terms in its denominator.
The value of the integral can be approximated by contour
integration, closing the contour in the upper half plane to
include the second pole. Application of the theory of resi-
dues to the integral results in Eq.~A5!
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2p i

sin@np~11 ih!#
L

c0
cos~np!

5
2p i

L

c0
cos2~np!sin~hnp i !

5
c0

L

2p i

hnp i
5

2c0

hnL
. ~A5!

For h!1, vn'npc0 /L. Upon combining the right-hand
side of Eq.~A5! with the factor to the left of the integral in
Eq. ~A4!, Eq. ~A6! is obtained

p2S~vn!

hLvnm2 . ~A6!

Finally, multiplying Eq. ~A6! by the modal density,
L/pc0 , and the bandwidth,Dv, and lettingv̄ be a represen-
tative frequency inDv, Eq. ~6! is obtained.

APPENDIX B

For a mass,

YaR8 ~v!

mLY0
2~v!

5
1/~tv2!

mLF S 1

2mc0
D 2

1S 1

tv D 2G
5

2

k0L

~2mc0 /tv!

@11~2mc0 /tv!2#
,

1

k0L
.

For a spring,

YaR8 ~v!

mLY0
2~v!

5
1/K

mLF S 1

2mc0
D 2

1S v

K D 2G
5

2

k0L

~2vmc0 /K !

@11~2vmc0 /K !2#
,

1

k0L
.

Therefore, the left-hand side of each expression is much
smaller than 1 whenk0L@1. It follows that for both a mass
and a spring,

ha

h

YaR8 ~v!

mLY0
2~v!

,
ha

hk0L
!1 when hk0L@1 and ha,1.

Finally, writing Yr5a/(2mc0),

Yr~v!

hvmLY0
2~v!

5
a

2hvm2c0LF S 1

2mc0
D 2

1YaR
2 ~v!G

5
2a

hk0L

1

@11~2mc0YaR!2#
,

2a

hk0L
.

Therefore, ifhk0L@1 and 2a is unity or less, the left-hand
side is much smaller than 1.
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Estimation of broadband acoustic power due to rib forces
on a reinforced panel under turbulent boundary layer-like
pressure excitation. II. Applicability and validation
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Naval Surface Warfare Center, Carderock Division, Signatures Directorate (Code 7204),
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The previous paper showed that, when the attachment forces on a rib-reinforced panel subjected to
turbulent boundary layer excitation can be considered to radiate independently, the rib-related
acoustic power in a broad~e.g., one-third octave! frequency band can be estimated as the product
of the average mean squared force, the real part of the radiation admittance of an attachment force,
and the number of ribs. This paper shows that the radiation condition is always approximated when
the acoustic wavelength is less than twice the rib spacing of a periodically reinforced panel, and
generally applies at lower frequencies where the acoustic wavelength is less than four times the rib
spacing. The procedure is used to estimate the broadband acoustic power radiated per rib of an
infinite periodically reinforced membrane and plate in water, and the results are shown to agree with
those of ‘‘exact’’ calculations. @DOI: 10.1121/1.1331112#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

I. INTRODUCTION

The random turbulent boundary layer~TBL! pressure
field generated on a rib-reinforced panel due to flow over its
surface causes the panel to vibrate and forces to be exerted
between the panel and each rib that generate radiated sound
power. If there are competing loss mechanisms, a math-
ematical model must be able to properly apportion power
radiated with that lost to structural damping and other
mechanisms in order to determine the panel response and the
resulting radiated power. The calculation of a narrow-band
radiated power spectrum requires a complete solution for the
system because the phase relationships among the various rib
forces are needed to determine the net radiation. Such a so-
lution for a realistic panel driven by random excitation, as
given, for example, in Ref. 1, is very complicated because it
requires the inclusion of rib interactions and the determina-
tion of second-order statistics. Because of the uncertainties in
specifying the driving TBL pressure and panel properties,
such a detailed solution may not be warranted, and an ap-
proximate formulation of the broadband radiated power
spectrum due to the rib forces may be sufficient.

An approach to directly estimating the broadband radi-
ated power spectrum due to rib forces, without integrating a
narrow-band spectrum, was developed in Ref. 2. Its deriva-
tion was based on the assumption that the rib forces can be
considered to radiate independently and with equal power
per unit force. In order to develop explicit results, a mass- or
spring-loaded string in a light acoustic medium was used as
the structural model. The purpose of this second paper is to
establish the criterion under which the radiation assumption
is justified, and to show that the formalism is applicable to
ribbed metal~e.g., steel or aluminum! plates in water.

Many authors have contributed to the understanding of
the vibration, radiation, and scattering of fluid-loaded ribbed
panels. Representative citations include Leppington,3 Maid-

anik and Dickey,4 Cooper and Crighton,5 Howe and Shah,6

Mead and Mallik,7 and Mace.8

II. APPLICABILITY OF RADIATION ASSUMPTIONS

A. Idealized model

The TBL pressure excitation is broadband in frequency
but, for panels that are lightly or moderately damped, the
significant responses, including power radiated, occur at
resonance frequencies. At a resonance, the rib forces are cor-
related and have relative phases principally determined by
the wave numbers of dominant structural waves on the fluid-
loaded ribbed panel. These panels are often constructed hav-
ing identical ribs and uniform rib spacing. The response of
such a panel may be estimated by considering its infinite
extension, for which the relevant wave numbers are those of
the Bloch~or Floquet! waves of the system. These are infi-
nite sets of wave numbers,6an , 2`,n,`, having ele-
ments that are related byan5a012pn/s, wheres is the rib
spacing anda0 is defined as that element having a positive
imaginary part and a real part whose magnitude does not
exceedp. ~It is noted that the symbol for rib spacing is here
given by ‘‘s,’’ in contrast to the notation ‘‘d’’ used in Ref.
2.!

Consider an otherwise uniform infinite membrane hav-
ing line masses attached atx5ms, 2`,m,`, each with
mass per unit lengthm. Assume that the excitation and re-
sponse are invariant in the panel direction parallel to the line
attachments. The side of the membrane to which the masses
are attached is vacuum-backed, and the other side is in con-
tact with a semi-infinite acoustic medium. Following the
derivation in Ref. 9, but applying it to a membrane rather
than a plate, accounting for the acoustic medium, and assum-
ing no variation in response in the direction parallel to an
attachment, the dispersion relationship for free wave num-
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bers in the system is found to be given by Eq.~1!, in which
Z(g) is given by Eq.~2!:

12
ivm

s (
m52`

`
1

Z~a12pm/s!
50, ~1!

Z~g!52 ivM @12~g/kp!2#1
rv

Ak22g2
. ~2!

Z(g) is the wave number impedance of the fluid-loaded uni-
form membrane in whichg is the wave number for the di-
rection transverse to the attachments, andv is equal to 2p
times the frequency. The membranein vacuois represented
by the first expression on the right hand side of Eq.~2!, in
which M is the membrane’s mass per unit area, andkp is the
wave number of free waves on the uniform membranein
vacuo. The fluid impedance is given by the second expres-
sion in whichr is the mass density of the fluid, andk is the
acoustic wave number. Time dependence in the form
exp(2ivt) has been assumed.

For the membranein vacuo, the identification of the
Bloch wave numbers is unique. For the membrane in an
acoustic medium, the identification of waves through poles is
not unique, but is dependent upon the choice of branch cut
and may result in multiple independent sets of wave num-
bers. The branch cuts used here are shown in Fig. 1, along
with the corresponding evaluation ofAk22g2. This choice
tends to maximize the number of significant wave responses
that are explicitly represented by pole contributions.

B. Power radiated per rib

1. Infinite number of ribs

Let each of the attachments exert a complex-valued nor-
mal force on the membrane, withFm specifying the force at
x5ms. The acoustic power,P`

rad, radiated by one of these
forces in the presence of the others is given by Eq.~3!, in
which the asterisk represents the complex conjugate:

P`
rad5

1

2p (
m52`

`

Real~F0Fm* !E
2k

k cos~msg!

uZ~g!u2

rv

Ak22g2
dg.

~3!

Under TBL excitation, the response is random, and the radi-
ated power must be written as an expected value,^P`

rad&. It
can be shown that, if the response is dominated by residues

of Bloch wave poles and the excitation is wave number-
white, then

^Real~F0Fm* !&5^uF0
2u&cos~msa0r !exp~2msa0i !, ~4!

where the asterisk signifies the complex conjugate,^uF0
2u& is

the mean squared force at any rib anda0r5Real(a0) and
a0i5Imag(a0).0. With these simplifications, the summa-
tion over m can be performed explicitly, and the average
acoustic power radiated per rib~all ribs are equivalent! is
given by Eq.~5a!:

^P`
rad&5

1

2p
^uF0

2u&E
0

k dg

uZ~g!u2
rv

Ak22g2

3@g~g1a0!1g~g2a0!#, ~5a!

where

g~g6a0!5
sinh~sa0i !

cosh~sa0i !2cos@~g6a0r !s#
. ~5b!

2. Finite number of ribs

A panel of finite length with a finite number of attach-
ments can be addressed approximately by examining an in-
finite panel having a finite number of attachments. The issues
are the variation in radiated power among a finite number of
ribs and how well each is represented by^P`

rad&. Assuming
the Bloch wave numbers are still applicable, the power
^Pn,N

rad & radiated by thenth rib on an infinite membrane hav-
ing N ribs is given by Eq.~6a!:

^Pn,N
rad &5

^uF0
2u&

2p (
m51

N

cos@~n2m!sa0r #exp@2un2musa0i #

3E
2k

k cos@~m2n!sg#

uZ~g!u2

rv

Ak22g2
dg. ~6a!

The average over all ribs,^PN
rad&, is given by Eq.~6b!:

^PN
rad&5

1

N (
n51

N

^Pn,N
rad &. ~6b!

In what follows, the operator̂& will no longer be explicitly
shown, and the expected value will be implied in all powers
and quadratic quantities.

C. Calculated results

Although the panel is modeled as a membrane, itsin
vacuowave speed will be made frequency-dependent, so that
the panel properties can mimic those of a thin plate in bend-
ing. Results will be presented for a membrane panel repre-
senting a 5.0 cm thick steel plate having mass density 7.8
g/cm3 (M539.0 g/cm2). The pseudo-bending wave speedin
centimeters per secondis approximated by 950(h f)1/2,
where h is the panel thicknessin centimetersand f is the
frequency in Hertz. The ambient acoustic medium is as-
sumed to be water for whichr51.0 g/cm3 and c
5150 000 cm/s. These parameters result in a nominal
bending-acoustic coincidence frequency of 5000 Hz. The
ribs are assumed to be line mass attachments spaced 50 cm

FIG. 1. Branch cuts used in determination of poles.
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apart and having mass per unit length equivalent to a 75 cm2

cross section of the same material as the panel. This results
in m5585.0 g/cm.

1. Bloch wave numbers

Figure 2 presents a graph ofa0s vs frequency for the
steel panel, which is shown in two frequency regions. In the
lower region, the Bloch wave number is derived from the
subsonic wave pole of the uniform fluid-loaded panel. In the
higher frequency region, the Bloch wave is derived from the
leaky ~supersonic! wave pole of the uniform panel. No re-
sults are shown for the frequency interval in which the sub-
sonic and leaky waves may have comparable contributions,
or branch cut contributions are thought to be comparable to
the residue contributions. Also shown are graphs of6ks vs
frequency. Although the Bloch wave dispersion for panelsin
vacuoshows pure stop bands, communication between bays
via the fluid path prevents this from happening for fluid-
loaded panels, except at the lowest frequencies. Figure 2 in-
dicates a stop band in the frequency range 220–320 Hz, and
quasi-stop bands in the approximate interval 1000–1500 Hz
and in the neighborhood of 3000 Hz.

2. Power radiated per rib

Figure 3 comparesP`
rad with P3,5

rad, P4,5
rad, andP5,5

rad for a
steel panel with five ribs, where thenth rib is located atx
5ns. These were calculated using Eqs.~5! and~6a! and the
wave numbers of Fig. 2. This figure shows a steep rise in the
power radiated per rib in a narrow frequency interval just
below 750 Hz. Above 750 Hz,P`

rad is representative of the
others. Below 750 Hz there is large variability among the
ribs, and the power attributed to a particular rib may be nega-
tive, indicating that some locations are radiated power sinks
and some are sources. Their sum, however, is a positive ra-
diated power. The steep rise inP`

rad occurs at 663 Hz. At
higher frequencies,usa0r u is smaller thanks, and the set of
Bloch waves has at least one radiating member. At lower
frequencies, the Bloch waves are all subsonic and nonradiat-

ing, and contributions from the ribs nullify one another, ex-
cept in the low frequency stop band where the communica-
tion among ribs is attenuated.

3. Power radiated by isolated force

The powerP1
rad radiated by a single isolated forceF0 is

given by Eq.~7!:

P1
rad5

uF0
2u

p E
0

k rv

Ak22g2

1

uZ~g!u2 dg. ~7!

Consider the behavior of the functionsg(g6a0) in Eqs.~5!.
For sa0i@1, g→1, and the right hand side of Eq.~5a! ap-
proaches that of Eq.~7!. Whensa0i!1, g(g6a0)→0, ex-
cept when cos@(g6a0r)s#→1, and g has the integral
property10 shown in Eq.~8!:

lim
sa0i→0

E
2np2«

2np1« sinh~sa0i !

cosh~sa0i !2cos~sb!
d~sb!

5 lim
sa0i→0

E
2«

« sinh~sa0i !

cosh~sa0i !2cos~sb!
d~sb!

5 lim
sa0i→0

2 tan21F tan~sb/2!

tanh~sa0i /2!G
2«

«

52p. ~8!

Therefore,g has a sifting property similar to that of a delta
function, and its application to Eq.~5a! yields Eq. ~9!, in
which the summation is over those integersj for which
(a0r22p j /s)2,k2:

lim
sa0i→0

P`
rad5

uF0
2u

s
(

j

rv

Ak22~a0r22p j /s!2

3
1

uZ~a022p j /2!u2
. ~9!

If the frequency is high enough so thatks.p, then, because
2p,sa0r,p, there will be at least one term in the series
of Eq. ~9!. As ks increases to multiples ofp, more terms will
be included, and Eq.~9! becomes a discrete approximation to
P1

rad as given by Eq.~7!.

FIG. 2. Bloch wave numbers for steel panel.

FIG. 3. Variability among radiated powers for five rib steel panel.
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4. Comparisons

Figure 4 comparesP`
rad, P1

rad, andP5
rad. For the param-

eters chosen in the example calculations,ks is greater thanp
at frequencies above 1500 Hz. Figure 4 indicates that, in this
frequency range,P`

rad and P5
rad are almost identical to one

another. Because the Bloch wave number tends to remain
within the radiating band,2k,a0r,k, for about an octave
below ks5p, agreement is maintained down toks5p/2
~750 Hz in this example!. For as few as five attachments, the
agreement betweenP`

rad andP5
rad is within about 25% at 750

Hz and improves at higher frequencies. Additionally,P1
rad

appears to be a good approximation toP`
rad aboveks5p/2.

D. Evaluation

It is shown in Ref. 2 that when the rib forces can be
assumed to radiate independently and identically, the panel’s
radiation resistance due to the ribs is proportional to the ra-
diated power per unit rib force. The intent is to ultimately
use the approximation of the rib-associated radiation resis-
tance to estimate the acoustic power radiated by a ribbed
panel in one-third octave frequency bands under broadband
TBL excitation. If the broadband power put into the panel by
the TBL excitation is insensitive to the radiation characteris-
tics of the panel, the radiated power is related to the input
power Pin by Eq. ~10!. Rrad is the effective radiation resis-
tance due to the ribs andRdiss is the resistance due to struc-
tural dissipation and everything else:

Prad5
Rrad

Rrad1Rdiss
Pin. ~10!

If Rdiss is much smaller than the actual radiation resistance, a
relative error in estimatingRrad amounting to as much as a
factor of 2 has little effect on the estimate ofPrad. If Rdiss is
larger thanRrad, a factor of 2 error~in either direction! in
estimatingRrad leads to a maximum 3 dB error inPrad. This
is a tolerable error for estimates of responses to TBL excita-
tion in one-third octave frequency bands. Therefore, the ap-
proximation to the power radiated by a rib is adequate if it is
within a factor of 2~in either direction! of the actual value.
Figure 5 presents the ratio ofP`

rad to P1
rad for the steel mem-

brane panel. The factor of 2 criterion is met for frequencies

above 750 Hz, corresponding toks.p/2. Also shown in the
figure is the corresponding result for an all aluminum ribbed
panel of identical geometry. The mass density of aluminum
is 2.7 g/cm3 so thatM513.5 g/cm2 andm5202.5 g/cm, and
the pseudo-bending wave speed is the same as for the steel
membrane panel.

III. VALIDATION OF APPROXIMATION FOR
MEMBRANE

A ‘‘steel’’ ribbed membrane, having the properties and
dimensions given above, will be used for illustration. The
membrane is vacuum-backed, but the other side faces a semi-
infinite region of water.

A. Approximate solution

Analyses and discussions in Ref. 2, particularly those in
Sec. VIII, outline the procedure for approximating the rib-
related radiated power, when the rib forces can be considered
to radiate independent of one another. Whereas the develop-
ments in Refs. 2 did not include fluid-loading except for
specifying a radiation component for the input admittance,
fluid-loading will now be explicitly accounted for in the cal-
culations. The steps are:

~1! ComputeY`(v), the input admittance for a line force
acting on the infinite, uniform fluid-loaded membrane,
and Yr(v), the acoustic power radiated per unit line
force:

Y`~v!5
1

2p E
2`

1`Fi T

v
~12ih!a22iMv1

rv

Ak22a2G21

da,

~11a!

Yr~v!5
1

2p E
2k

1k rv

Ak22a2 UT

v
~12 ih!a2

2Mv2
irv

Ak22a2U22

da. ~11b!

FIG. 4. Comparison ofP`
rad, P1

rad, andP5
rad for the steel panel.

FIG. 5. Ratio ofP`
rad to P1

rad for steel and aluminum panels.
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T5Mcm
2 is the membrane tension per unit length,h is

the membrane’s loss factor, andk5v/c. A time depen-
dence exp(2ivt) is assumed.

~2! Computeba and b r , the spatially averaged equivalent
damping coefficients for the attachment dissipation and
radiation, respectively. These are obtained from Eqs.
~45! of Ref. 2:

ba5

hav
d

dv
Re@iYa~v!#

suY`~v!1Ya~v!u2
, ~12a!

br5
Yr~v!

suY`~v!1Ya~v!u2
. ~12b!

The admittance of the line attachment is given by
Ya(v), a change in notation fromRef. 2, with associ-
ated loss factorha . For a line mass attachment,

Ya~v!5
ha1i

vm
~13a!

d

dv
Re@iYa~v!#5

1

mv2 . ~13b!

~3! Find the mean squared velocity of the equivalent panel.
From Eq.~48! of Ref. 2, modified for fluid-loading, Eq.
~14! is obtained:

^v2&5S~v!E
2`

1`UTv ~12ih!a22Mv2i~ba1br!

2
irv

Ak22a2U22

da. ~14!

The mean squared wave number-frequency spectral den-
sity of the excitation,S, is wave number-white, and a
function of v but nota.

~4! Find the mean squared attachment force. From the dis-
cussion of Ref. 2, continuity between the membrane and
an isolated attachment requires that the attachment force
be given by Eq.~15!:

^uF2~v!u&5
^uv2~v!u&

uY`~v!1Ya~v!u2
. ~15!

~5! Find the acoustic power radiated in the frequency band
per rib by considering the mean squared rib attachment
force in isolation. This is given by Eq.~16!, in whichDv
is the bandwidth. When evaluating the quantities in Eqs.
~11!–~16!, v is taken to be the band’s center frequency:

^Prad&5^uF2~v!u&Yr~v!Dv. ~16!

B. Exact solution

The ‘‘exact’’ solution is generated from the results of
Ref. 9, after modification for a one-dimensional vice two-
dimensional problem, application to a membrane rather than
a plate, and the addition of fluid-loading. An equivalent to
Eq. ~20! of Ref. 9, which represents the Fourier transform of
the plate normal velocity due to arbitrary surface excitation,
is written along with a corresponding form for its complex
conjugate. The two are multiplied and the surface excitation
is assumed to be a spatially homogeneous random function

having a wave number-white spectrum. Appropriate statistics
and limits are taken to arrive at an expression for the mean
squared spectral density in wave number space of the normal
velocity of the membrane with attachments. This spectral
density has the form of Eq.~17!:

Sv~a!5Sv
0~a!1Sv

0a~a!1Sv
a~a!. ~17!

The first term on the rhs represents the velocity wave number
spectrum which the excitation would produce on the uniform
membrane without attachments. The third term represents
the velocity wave number spectrum produced on the uniform
membrane by the induced attachment forces. The second
term represents that part of the wave number spectrum cor-
responding to interaction between the velocity caused by the
external excitation and that due to the attachment forces.

The total acoustic power radiated per ‘‘bay’’~i.e., por-
tion of the membrane between two adjacent attachments!
within the frequency band is given by Eq.~18!:

Prad5sE
Dv

dvE
2k

1k

Sv~a!
rv

Ak22a2
da. ~18!

The acoustic power radiated within the frequency band per
bay by that part of the velocity field due to the attachment
forces alone, and equivalent to the power radiated per attach-
ment, is given by Eq.~19!:

Prad
a 5sE

Dv
dvE

2k

1k

Sv
a~a!

rv

Ak22a2
da. ~19!

The results of Eq.~19! will be compared to those of Eq.~16!
for the fluid-loaded membrane with attachments described
above.

C. Comparisons

Calculations of the approximate and exact attachment-
related radiated power per membrane bay~or per attach-
ment!, in one-third octave frequency bands, were made for
the configuration described above and for the following three
sets of loss factors:~1! h50.001 andha50, ~2! h50.05 and
ha50, ~3! h50.001 andha50.05. The excitation spectral
density,S(v), was assumed to have unit magnitude in the
cgs system. The exact and approximate results for each set
are shown in Figs. 6~a!–~c!. The graphs show that for fre-
quencies above 750 Hz (ks.p/2), the approximation is
within 3 dB of the exact result, with the exception of the
1260 Hz band. This is a frequency band controlled by one
quasi-stop band, as shown in the graph of Bloch wave num-
bers for the same system given in Fig. 2. The exact radiated
power is reduced because less power can be put into the
membrane in such a band.

IV. VALIDATION OF APPROXIMATION FOR PLATE

Although the illustrative analyses have considered a
string ~or a membrane!, the conclusions are applicable to a
plate in bending, if the torque between the plate and reinforc-
ing beam is neglected. Because a line torque~moment! drive
on the plate is generally a weaker radiator than a line force
drive, its omission does not significantly affect the power
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radiated. It will affect resonance frequencies, but their pre-
cise locations are not important for broadband power esti-
mates. The formalism for the plate is identical to that for the
membrane, but requires a minor change in the integrals that
define the mean squared velocity and line admittances. In the
integrals of Eqs.~11! and~14!, the second-order wave num-
ber impedance of the membrane is replaced by the fourth-
order impedance of the plate, and the membrane’s tension
per unit length,T, is replaced by the plate’s bending rigidity,

D. Equations~20! and ~21! replace Eqs.~11! and ~14!, and
Eqs. ~12!, ~15!, and ~16! remain applicable as is. Equations
~13! describes the line mass attachments:

Y`~v!5
1

2p
E

2`

1`F i
D

v
~12 ih!a42 iM v1

rv

Ak22a2G21

da,

~20a!

Yr~v!5
1

2p
E

2k

1k rv

Ak22a2

3UD

v
~12 ih!a42Mv2

irv

Ak22a2
U22

da, ~20b!

^v2&5S~v!E
2`

1`UDv ~12 ih!a42Mv

2 i ~ba1b r !2
irv

Ak22a2U22

da. ~21!

A. Description of plate

Calculations will be presented for two infinitely ex-
tended steel plates in water, each having an infinite number
of equally spaced line mass attachments having cross sec-
tional areas of 75 sq cm. The physical parameters for steel
and water given above will be used. The first plate is 1 cm
thick with a bending loss factor of 0.05 and a rib spacing of
50 cm. The second plate is 5 cm thick with a loss factor of
0.005 and a rib spacing of 100 cm. The driving spectral
density is again assumed to be wave number-white and fre-
quency independent, i.e.,S(v)5S0 .

B. Comparison of results

Figure 7~a! compares approximate and exact radiated
power per bay for the 1 cm thick plate withs550 cm, h
50.05, andha50. Good agreement is obtained at frequen-
cies of 800 Hz and above (ks.p/2). Figure 7~b! presents a
comparison for the 5 cm thick plate withs5100 cm, h
50.005, andha50. Good agreement is achieved at 400 Hz
and above, again corresponding toks.p/2.

V. DISCUSSION

Reference 2 developed an approach to estimating broad-
band~e.g., one-third octave frequency band! levels of acous-
tic power radiated due to rib/panel interaction under TBL-
like excitation. The approximation is generally valid when
the frequency band contains at least two resonances of the
finite panel and each of the ribs can be considered to radiate
the same amount of acoustic power per unit rib force. The
first part of this paper showed that the assumption regarding
rib radiation is justified at frequencies at which at least one
Bloch wave of a periodically~or approximately periodically!
reinforced panel is supersonic. This condition is always met
when the acoustic wavelength is smaller than two times the
rib spacing (ks.p), but will usually be satisfied when the
acoustic wavelength is smaller than four times the rib spac-

FIG. 6. Comparisons of calculated radiated powers per rib for ‘‘steel’’
membrane;s550 cm @~a! h50.001, ha50; ~b! h50.05, ha50; ~c! h
50.001,ha50.05].
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ing (ks.p/2). The condition of independent radiation al-
lows the ribbed panel to be represented by a uniform panel
with spatially averaged radiation properties. An average
mean squared rib force within a frequency band can then be
calculated, and the acoustic power radiated can be estimated
by calculating the power radiated by a single line force and
multiplying by the number of ribs. This is important because
it means that a Bloch wave number model, or any other
model requiring explicit inclusion of rib interactions, is not
needed.

In the second part of this paper, the formalism was
tested by considering the power radiated by an infinite mem-
brane with uniformly spaced identical line mass attachments,
and comparing the approximations of the power radiated per
attachment to an exact calculation. The excitation was con-
sidered invariant in the direction parallel to the attachments,
so that only the zero wave number component for that direc-
tion was considered. The agreement was within 3 dB when

the spacing wavelength criterion was met, except in a fre-
quency band controlled by one quasi-stop band of the rein-
forced panel. In such a band, the power accepted by the
uniformly reinforced membrane is reduced, and will be over-
estimated by the approximation. The formalism was then ap-
plied to a ribbed steel plate in water by modifying the wave
number impedance that describes the uniform panel. Similar
agreement with exact results was achieved.

In practice, the panels are finite and the excitation is not
uniform along the attachment; therefore, modes of the panel
associated with the direction parallel to a rib~cross modes!
must be considered in estimating the radiated power. This
can have the effect of mitigating the effects of quasi-stop
bands on the approximation because the admittance of the
reinforcing member, say a beam, will be dependent on the
cross mode wave number. The bandwidth of a stop band
depends on the relationship between the panel properties and
the attachment admittance, and will change as the cross
mode wave number changes. This can reduce the net discrep-
ancy between exact and approximate calculated radiated
power.
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Behavior of first guided wave on finite cylindrical shells
of various lengths: Experimental investigation
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Acoustic backscattering from elastic cylindrical shells of finite lengths, immersed in water, is
investigated. These objects, characterized by the ratio of length over diameter (L/2a59.76, 4.88,
2.44,a: outer radius!, are excited by an obliquely incident plane acoustic wave. In the three cases
studied here, the radii ratiob/a ~b: inner radius! is fixed at 0.97. The investigated dimensionless
frequency range extends over 10<k1a<50 (k1 : wave number in water!. The first guided wave,T0 ,
is of particular interest here. The influence of the shell’s length on the backscattered pressure is
experimentally observed in the time-angle and frequency-angle representations. In support of this
experimental study, a time-domain representation is used by extending a theoretical model that
provides a geometrical description of the helical propagation of the surface waves around the shell
@Bao, J. Acoust. Soc. Am.94, 1461–1466~1993!#. Theoretical results on cylindrical shells
considered as infinitely long, with identical characteristics, are compared with both experimental
representations. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1332382#

PACS numbers: 43.40.Fz, 43.20.Fn, 43.30.Gv@CBB#

I. INTRODUCTION

A number of authors have dealt with the acoustic scat-
tering of a plane wave from infinitely long cylindrical
shells.1–4 Their works, both theoretical and experimental, de-
scribe the propagation of surface waves, generated at any
incidence, and the influence of these waves on the scattered
pressure spectra. More recent publications concentrate on
shorter cylindrical shells. Brillet al.5 only consider geo-
metrical diffraction. The exact theoretical approach to the
scattering phenomenon by a finite cylindrical shell is more
complex. Harariet al.6 develop an analytical model of pres-
sure radiation from a finite cylindrical shell closed by plates
on both ends. Morseet al.7,8 investigate the frequency-angle
domain above the critical angles of theS0 andT0 membrane
waves~far from normal incidence!, beyond the coincidence
frequency region. A hybrid method combining full elasticity
theory and the Kirchhoff diffraction integral is employed.
The effect of extremity discontinuities, at critical incidences,
is examined by Kaduchaket al.9 and Gipsonet al.10 ~the
latter paper deals with a solid cylinder!. Other authors pay
particular attention to the analysis of target’s limited length
effects. Rumerman11 shows how the evolution of vibration
modes becomes discontinuous in the frequency-angle do-
main. Moreover, the same vibration mode of a given wave is
experimentally identified at various frequencies for the same
incidence angle by Lecroqet al.12

At oblique incidences, surface waves generated by an
acoustic beam follow helical paths along the finite shell’s
axis.13 They are continuously re-emitted along the travel path
in directions related to respective characteristic angles.
Moreover, they are partially reflected according to the
‘‘Snell–Descartes’’ law when encountering the cylindrical
shell end: the reflection modulus is high due to impedance
break at the extremity~steel/water interface!. Thus, surface
waves undergo one or more partial reflections at the end of

the cylindrical shell. The geometrical model developed in
Ref. 14 associates echo arrival times to helical paths fol-
lowed by surface waves. The derived equations14 depict
these paths and corresponding times of travel in water, in the
case of paths comprising of one end reflection. The ampli-
tude of each echo, which is a function of the distance cov-
ered, is associated with the arrival time. Signals obtained
from such calculations are compared with experimental mea-
surements, at several incidence angles. It emerges from this
study that echo arrival times tend to increase with deviation
from normal incidence.

In this paper, the first guided waveT0 , also labeledp
51,15 is studied. The index linking of ‘‘whispering-gallery
wave’’ ~l! and ‘‘guided wave’’~p! define the order of appear-
ance of the resonances for circumferential and guided waves,
respectively, as the frequency increases. Certain theoretical
results on infinite cylindrical shell are recalled in order to
complement discussions. Time-signal recordings in the azi-
muthal plane enclosing their axis are successively made on
three finite cylindrical shells of various lengths. The signals
are recorded betweenb590° ~normal incidence! andb560°,
at 1-deg intervals. In order to analyze them, the approached
theoretical model presented by Bao14 is partially adopted and
developed: travel paths with several end reflections are taken
into account. The analysis of results is achieved in the time-
angle and frequency-angle domains, where effects of the
length of the cylindrical shell are particularly highlighted.

II. INFINITE CYLINDRICAL SHELL: A BRIEF
THEORETICAL RECALL

In this section, theoretical results on infinite cylindrical
shells are recalled15,16 in order to enable comparison with
experimental results to be made. Full 3D elasticity theory is
applied to an immersed empty infinite cylindrical shell. Ex-
pressions of the corresponding matrix elements are found in
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Ref. 12. Calculations yield the far-field form function. They
are achieved by considering a bistatic configuration~Fig. 1!;
the emitter and receiver transducers are set in the Snell–
Descartes configuration. The insonification direction is de-
fined by the incidence angleb. The parameters used in the
computations are equal to the values of the characteristics of
the experimentally investigated targets; they are given in
Sec. III.

Inverse fast Fourier transform~FFT! of the form func-
tion is performed over the reduced frequency band 0<k1a
<70. A time-signal representation, dependent on the inci-
dence angleb, is obtained~Fig. 2!. In the considered fre-
quency band, only three surface waves are observable:~a!
the S0 wave, from normal incidence to anglebS0 given by
the velocity at low frequencies of the first longitudinal mode
for plates;~b! the first guided waveT0 , from normal inci-
dence to the critical anglebT0 ; ~c! The Scholte–Stoneley or
A wave, throughout the angular range.

The second figure concerning the infinite cylindrical
shell ~Fig. 3! presents the theoretical resonance spectra in the
frequency range 10<k1a<50, versus the incidence angle.
The spectra are obtained by FFT calculations of the theoret-
ical echo wave form signals over a duration of 1000ms,
without taking into account the direct reflection echo. Reso-
nances related to theA wave are observable in the frequency
range 20–35. Frequency shifts as a function of incidence
angle have been described by the authors of Ref. 17. Closer
to the characteristic incidence angles, resonances are shifted
towards high frequencies. The continuum feature of this an-
gular evolution is noted here for theS0 andT0 wave modes.
The broken aspect in frequency is artificially introduced by
the angular step~0.2 deg!. In what follows, theT0 wave is of
main interest.

III. THE TARGETS AND THE MEASUREMENT SETUP

The cylindrical shells are made of stainless steel of den-
sity r57900 kg m23, with longitudinal and transversal sound
velocities of, respectively, CL55790 m s21 and CT

53200 m s21. The outer radius isa510.25 mm and the shell
thickness e50.3 mm. Three cylindrical shell lengths (L
5200, 100, and 50 mm! are successively studied. Thin rub-
ber diaphragms~0.03 mm thick! ensure shell-end water tight-
ness; they are glued at the cylindrical shell extremities mak-
ing a 2-mm-wide ring. The air-filled cylinder is horizontally
submerged in a circular water filled tank 3 m in diameter; it
is suspended at the center of the circular path followed by the
transducer rotating around it~Fig. 4!. The angular displace-
ment intervals are 1 deg each. The transducer is positioned 1
m away from the center of the target. Monostatic setup of the
pulse MIIR18,19 ~Méthode d’Isolement et d’Identification des
Résonances! is used. A short electric impulse~Dirac pulse! is
converted into a volume wave by an emitter/receiver trans-
ducer. The transducer is a broadband Panametrics, model
V392-SU ~Fig. 5!, with central frequency equal to 1 MHz
(k1a544). The backscattered pressure is converted into an
electric signal by the same transducer. A time-domain signa-
ture of the target is thus obtained at each incidence angle.
Considering this particular setup in Fig. 4~monostatic con-

FIG. 1. Bistatic setup considered in theoretical calculations.

FIG. 2. Evolution of calculated echo arrival times from infinite cylindrical
shell (b/a50.97, a510.25 mm) as a function of the incidence angleb.
Amplitude increases linearly from black to white zone.

FIG. 3. Evolution of calculated resonance spectra from infinite cylindrical
shell (b/a50.97) as a function of the incidence angleb. Amplitude in-
creases linearly from black to white zone. The circumferential vibration
mode is notedn.

FIG. 4. Monostatic experimental setup.
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figuration!, the received echoes include those representing
travel paths of waves that have undergone odd number of
reflections at the ends of the cylindrical shell.

The extremities of the finite cylindrical shells are con-
sidered as mirrors, from which an analogy between the ex-
perimental monostatic setup and the bistatic configuration
considered in the theoretical scattering calculation can be
drawn. In the following sections, time- and frequency-
domain results are analyzed for the three finite cylindrical
shells. Further comparison is made between experimental
and theoretical results on infinite cylindrical shells.

IV. RESULTS AND DISCUSSION

A. Time-domain analysis

Time measurements from finite-length cylindrical shells
(L5200, 100, and 50 mm! are presented in Figs. 6~a!–8~a!,
successively. The time origin is arbitrarily fixed by the ar-
rival time of the specular reflection echo at normal incidence
~b590°!. At the beginning of the recordings, echoes without
periodic features come from direct reflections on the target
extremities, the rubber diaphragms, and the anchoring
mechanism. TheS0 wave echoes are observable close to nor-
mal incidence, within about64°, while A wave echoes ap-
pear with a weak relative amplitude throughout the angular
range@first echoes of these two waves are indicated in Fig.
6~a!#.

Results on the longer cylindrical shell are shown in Fig.
6. A series of nine echoes of theT0 wave occupies the cen-
tral part of the figure. The top view of Fig. 6~a! is the rel-
evant time extract atb580°. Over the analyzed time window
~200 ms!, the T0 wave has undergone one reflection at the
cylindrical shell extremity (r 51, r: number of shell end re-
flections!. Through an example, we examine in detail the
time interval between two successive echoes. The corre-
sponding travel path is detailed in a 2D representation of the
cylindrical shell@Fig. 9~a!#. The cylindrical shell is unrolled
to obtain the topological equivalent of the cylinder. The con-
sideredT0 surface wave is generated under the incidence
angleb with a helical anglea ~see the Appendix!. At the
shell extremity, it undergoes a reflection according to the
Snell–Descartes law. It is continuously re-emitted length-

wise when propagating. However, the setup defines two par-
ticular lines (MM 8 and NN8) where the surface wave is
re-emitted in water in the direction of the transducer~for r
odd!. The pointsA, B, andC stand on one of these two lines.
When theT0 wave reachesB, the possibilities are: emission
from B and reception atB8, or one more helical lap (BC)
and reception atC8. The time interval between two succes-
sive echoes is related to the distance:BC8-BB8, i.e., one
helical lap on the cylinder~from B up toC!, minus a path in
water (d1). Whenb is fixed, this interval between any suc-
cessiveT0 wave echoes is constant. This time interval is
identical to the one in the case of an infinite length cylindri-
cal shell. When deviating from normal incidence~decreasing
b!, the helical step increases. Calculated arrival times, taking
into account paths on the shell and in water, provided by the
geometrical approach, yield Fig. 6~b!. The expressions used,
derived in Ref. 14, are briefly depicted in the Appendix~note
changes in notations!. They are modified in order to take into
account travel paths involving many shell end reflections.
The times are calculated from phase and group velocities
assumed constant. Approximated expressions of velocities
on infinite cylindrical shell are used@relations~17! of Ref.
14#. For a surface wave at a given incidence angle, the phase
velocity is calculated for each mode, and the group velocity

FIG. 5. Transducer passband with central frequency:f C51 MHz (k1a
544).

FIG. 6. ~a! Evolution of experimental echo arrival times from finite cylinder
(L5200 mm) as a function of the incidence angleb. Amplitude increases
linearly from black to white zone. The asterisk marks unexplained echoes.
~b! Evolution of calculated echo arrival times of theT0 wave from a finite
cylindrical shell (L5200 mm) as a function of incidence angleb ~solid
lines!. Direct reflection from the cornerS ~dashed line!.
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is estimated between two successive modes~Fig. 3!. In the
experiment frequency range, the wave phase and group ve-
locity dispersion is weak enough to be neglected. The fol-
lowing averaged values are used in the computations:

CT0

ph5CT0

g 53200 m s21.

The resulting curve network represent the evolution of dif-
ferent echoes of theT0 wave as a function of the incidence
angle ~solid line!; echo arrival times are not shown for
b.86° since they were not observed beyond this angle. The
dotted line locates direct reflection from the cornerS. It
shows good agreement with Fig. 6~a! in spite of velocity
approximations used in calculations.

Figures 7~a! and ~b! refer to the 100-mm cylindrical
shell for, respectively, experimental results and calculated
arrival times ofT0 wave echoes. Two patterns composed of
many successive echoes of theT0 wave are observable in the
time window 0–200ms. Echoes of the first pattern are from
waves that have undergone one end reflection during propa-
gation (r 51). The second pattern is constituted of echoes
due to waves which have undergone three reflections at the
cylindrical shell extremities (r 53). In the first step, the in-
terval between two successive echoes of a given pattern has
been described for the longer cylindrical shell. It remains
valid here, since it only depends on the external radius of the
cylinder. Certainly, the number of echoes of each pattern
decreases with the length of the cylindrical shell. The differ-
ence with the case of the longer cylindrical shell is the ap-
pearance of several patterns of echoes whose relative posi-
tions evolve with the length of the target. The time interval

between patterns is in agreement with the nondetection of
echoes during return propagation of the wave~monostatic
setup!. Let us closely examine this interval between two suc-
cessive patterns. At a fixed incidence angleb, the distance
corresponding to the time interval between the last echo of a
pattern and the first echo of the next pattern is illustrated in
Fig. 9~b!. Path follow-up depicted in Fig. 9~a! is considered.
At point C, the surface wave is re-emitted in water and re-
ceived at pointC8, or continues its travel on the cylinder up
to D, after four helical laps and two end reflections. The
surface wave is then re-emitted and received atD8. The
difference in traveled length is given by an integer number of
helical laps on the cylinder~four in our case!, minus the
traveled distance in water (d2). For a givenb, the gap be-
tween successive patterns is not constant. It depends on the
ratio of the helical step projected on the shell main axis over
the length of the shell. Generally, this ratio is not an integer;
so the outlet point of the first echo of the group varies withr.
Hence, the echo number may differ from one group to an-
other. The top part of Fig. 7~a! is an extract from the bottom
part atb576°. The two most important echo series are char-
acteristic of the peculiar phenomenon attracting our atten-
tion. In Fig. 7~b!, the first few echoes of a third pattern re-
lated to five end reflections (r 55) are predictable, but not
observed experimentally. The model yields the echo loci, but
does not take their amplitudes into consideration. These am-
plitudes depend on the range on the lineMM 8 ~or NN8) over

FIG. 7. ~a! Figure 6~a! for L5100 mm. ~b! Figure 6~b! for L5100 mm. FIG. 8. ~a! Figure 6~a! for L550 mm. The patternsr 53, 5, and 7 are
underlined~dotted line!. ~b! Figure 6~b! for L550 mm. The patternsr 53,
5, and 7 are underlined~dotted line!.
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which echoes can be reradiate in water~Fig. A1!.
Figure 8~a! is obtained from the shorter cylindrical shell

(L550 mm). Three patterns are observable in the time win-
dow 200-ms wide. From left to right, the echo pulse series
undergo an increasing odd number of reflections (r
53,5,7). This identification is provided in Fig. 8~b!. The
first pattern (r 51) is not easily distinguishable experimen-
tally: the visualization is hidden by the presence ofA wave
echoes. Patterns are closer together than in the case of the
longer cylindrical shells. For a given incidence, there are
fewer echoes in each pattern since there are lesser helical
steps on a shorter cylindrical shell. A recording atb577°
shows the 3D representation utility.

In all three cylindrical shells, the presence of echo
groupings around the characteristic angle (bT0562.6°) is
linked to back-and-forth travels of the guided wave along a
meridional ray ~axial propagation!.8 Moreover, around
b568°, additional periodically spaced echoes are observable
for 70ms<t<150ms @Fig. 6~a!# and for 50ms<t<100ms
@Fig. 7~a!#. They are marked on the figures by asterisks. The
anchoring mechanism is responsible for this.

With the reduction of the length of cylindrical shell,
more echo groups appear in the same time window. The
number of shell end reflections differentiates them. The geo-
metrical approach clarifies the physical phenomena. In the
next section, spectral analysis is carried out.

B. Spectral analysis

The link between helical surface wave propagation and
resonance has been shown.17 At oblique incidence, reso-

nances are due to phase matching of circumnavigating heli-
cal surface waves. This observation is applied in the present
analysis. When the length of the cylindrical shell decreases,
changes in time domain can be used to explain the corre-
sponding spectra modifications. Resonance spectra@Figs.
10~a!–~c!# are obtained from the experimental time values
~for, respectively,L5200, 100, and 50 mm!. The time-signal
recordings are treated over a duration of 700ms, after the
specular zone. The observation frequency range extends over
230–1140 kHz (k1a510– 50). The passband of the trans-
ducer is not normalized~Fig. 5!.

The T0 wave contributions are observable in two sepa-
rated areas. In the lower angular zone, the backward and
forward paths along a meridional ray are specific to the criti-
cal angle, in the range 60°<b<65°. The opening angle of
the ultrasonic beam emitted by the transducer explains this

FIG. 9. ~a! Topological equivalent of the cylinder: paths with one end re-
flection.~b! Topological equivalent of the cylinder: paths with one and three
end reflections.

FIG. 10. Evolution of resonance spectra from finite cylindrical shells as a
function of incidence angleb: ~a! L5200 mm; ~b! L5100 mm; ~c! L
550 mm. Amplitude increases linearly from black to white zone.
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5-deg angular spread. The frequency gap between the reso-
nances doubles when the length of the cylindrical shell is
halved@Figs. 10~a!–~c!#. As yet, we do not explain the gap
on the angular corridor~65°<b<68°!; however, this angular
band coincides approximately with the surface wave paths
that do not close in because of helical angles that are too
large. For incidence angles beyond this limit, the helical be-
havior of theT0 wave appears to predominate. In the case of
the longest cylindrical shell@Fig. 10~a!#, the shift of modes
corresponding to the infinite cylindrical shell as a function of
the angle is observable~Fig. 3!. Circumferential modes are
split up here in many resonances that are close together.
Hence, the modes appear as streaks. In the source time range
of 700 ms, numerous echoes belonging to four different pat-
terns are considered. The splitting of modes is caused by the
breaking of periodicity in echo arrangement. Figure 10~b!
shows resonance spectra from the 100-mm-long cylindrical
shell. TheT0 wave modes include two distinct features. First,
the frequency shift of the infinite cylindrical shell modes
with the angle of incidence stills visible: the modes are wid-
ened. Second, each mode is split up so that, for a given
incidence angle, several separate resonances with the same
moden of circumferential vibration are observable. The rel-
evant time plots contain echoes from eight patterns. Each
pattern is made up of fewer echoes than in the previous case
(L5200 mm). So, the influence of surface wave helical
propagation diminishes. The spectra modification continues
when the length of the cylindrical shell decreases. In Fig.
10~c! (L550 mm), the organization of the modes is not as
apparent as for the previous longer cylindrical shells. Many
more irregularly spaced patterns with only few echoes each
take place in the time recordings. The disorganized appear-
ance in Fig. 10~c! comes essentially from the frequency in-
terval between successive peaks of a circumferential split
mode. At a given incidence angle, resonances of different
circumferential modes can be mixed together.

The splitting phenomenon is illustrated in Fig. 11
through the comparison of the resonance spectra at the inci-
dence angleb570°. Figure 11~a! is the calculated spectrum
for the infinite cylindrical shell; it is extracted from Fig. 3.
The three other spectra@Figs. 11~b!–~d!# are extracted from
the 3D views@Figs. 10~a!–~c!, respectively#. These spectra
are shown in expanded form in the range 30<k1a<50, on
one hand, and beyond significantA wave contributions, on
the other hand~many peaks still appear between 30<k1a
<35). In the case of the infinite cylindrical shell, each mode
is associated with one peak only@Fig. 11~a!#. For finite cy-
lindrical shells, many resonance peaks may be associated
with the same circumferential vibration mode@Figs. 11~b!–
~c!#. This is not indicated on the two spectra, since no ex-
perimental identification of modesn was carried out. Reso-
nances due to mode splitting are fewer and more spaced out
the shorter the cylindrical shell is. The last spectrum@Fig.
11~d!# has a new look: the envelope of infinite cylindrical
shell modes is not recovered anymore. It becomes difficult to
associate peaks to corresponding circumferential modes be-
cause of the continuum aspect of the resonance spectrum.

A significant frequency shift of the envelope is observed
in Fig. 11~b!. This is due to the experimental adjustment of

the incidence angle on the shell. Away from normal inci-
dence~b570°!, the resonance frequency position is more
sensitive to small variations of the incidence angle.

V. CONCLUSION

This study, backed by a geometrical expansion, shows
both time and frequency experimental responses, of scatter-
ing from immersed finite cylindrical shells excited at oblique
incidences. The first guided waveT0 is investigated. In the
time domain, the reduction of the length of the cylindrical
shell is noted through the presence of echo series succession.
TheT0 wave follows helical paths on the shell. Reradiations
are received when the path includes odd numbers of reflec-
tions at the extremities. The periodicity in any given pattern
is associated with the helical way of wave travel; the time
interval between two patterns is related to the cylindrical
shell length. This makes clear the observed spectral feature
of a finite cylindrical shell: a splitting of circumferential
modes takes place. Thus, for a given angle of incidence,
several resonances can be associated with the same circum-
ferential vibration mode of the first guided wave. To observe
such peak multiplication, related to a maintained propagation
system along the length of the cylindrical shell, the pro-
cessed time window has to contain several echo patterns.

FIG. 11. A comparison of resonance spectra from the three finite cylindrical
shells at incidence angleb570°; ~a! calculated results for infinite cylindrical
shell, ~b!–~d! experimental results from the finite cylindrical shells~respec-
tively, L5200, 100, 50 mm!.
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APPENDIX

The following geometrical relations are valid for each
wave that adopts a guided behavior. They are written for the
T0 wave since it is exclusively dealt with in the experimental
part of this paper. TheT0 guided wave is generated under
oblique incidence. Then,k1 ~wave vector of the incident
acoustic beam in water! andn ~external normal vector to the
cylindrical shell! form the characteristic angleuT0

(sinuT0

5C1 /CT0

ph, C1 is the sound velocity in water!. Two generating

lines MM 8 andNN8 ~Fig. A1!, parallel to the cylinder axis,
are thus described.f is the opening half angle between the
two generating lines, with regard to the cylinder axis. The
incidence angleb and the helix anglea are measured from
the cylinder axis. Two relations between these angles are as
follow:

cosa5cosb/sinuT0
, ~A1!

cosf5cosuT0
/sinb. ~A2!

The model validity range is overp/22uT0
,b,p/2.

So, in ~A1! we have 0,a,p/2, whereas in~A2! we
have 0,f,uT0

.
The echo arrival times,tq , are given by

tq5Scq /CT0

g 1Swq /C1 , q51,2,..., ~A3!

Scq is the distance traveled on the cylinder,Swq refers to that
in water

Scq52~qp2f!a/sina, q51,2,..., ~A4!

q replaces indexn. It still refers to the number of complete
helical laps made by the propagatingT0 wave, independent
of the number of end reflectionsr. More precisely, the first
lap connecting the two generating lines is not complete.

Swq52a~12cosf!sinb1@L~r 11!22hq#cosb

q51,2,..., r 51,3,5,... . ~A5!

Relation ~6! of the original issue is extended here to paths
involving end reflections. Indexr is odd because of the way
echoes are received~monostatic setup!. The projection on the
cylinder’s axis of the halfway path on the cylindrical shell
Dhn ~Ref. 14! is notedhq

hq5~qp2f!a/tana, q51,2,... . ~A6!

The echoes are received when the surface wave covers a
distance between an odd number of end reflections to an
even number of end reflections. The number of helical out-
goings ~reradiation in the surrounding medium! is deter-
mined for each incidence angle by

h1<hq<L, r 51, q51,2,...,

~r 21!L<2hq<~r 11!L, r 53,5,..., q51,2,... .

The experimental setup leads to a change in reference
point which no longer considers the edge of the cylindrical
shell. Rather, the geometrical rotational center is considered
in this case.
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Incorporation of loudness measures in active noise control
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An attempt has been made to use a modified version of a standard active noise control algorithm in
order to take into account the unique response of the human auditory system. It has been shown in
the past that decreasing the sound pressure level at a location does not guarantee a similar decrease
in the perceived loudness at that location. Typically, active noise control is based on minimizing the
‘‘error signal’’ from a mechanical device such as a microphone, whose response is nominally flat
across the frequency response range of the human ear. However, if the response of the ear can be
approximated by digitally filtering the error signal before it reaches the adaptive controller, one can,
in effect, minimize the more subjective loudness level, as opposed to the sound pressure level. The
work reported here entails simulating active noise control based upon minimizing perceived
loudness for a collection of input noise signals. A comparison of the loudness of the resulting error
signal is made to the loudness of that resulting from standard sound pressure level minimization. It
has been found that the effectiveness of this technique is largely dependent upon the nature of the
input noise signal. Furthermore, this technique is judged to be worth considering for use with
applications of active noise control where the uncontrolled noise more prominently constitutes low
range audio frequencies~approximately 30 Hz–100 Hz! than medium range audio frequencies
~approximately 300 Hz–600 Hz!. © 2001 Acoustical Society of America.
@DOI: 10.1121/1.1339824#
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I. INTRODUCTION

As the field of active noise control has developed, nu-
merous applications and issues associated with active control
have been investigated. However, in all of this development,
there is a potentially important area that has been largely
ignored. This area involves the issue of how human beings
respond to the controlled field.

In implementing an active noise control system, one
must of necessity use some form of sensor to obtain infor-
mation regarding the acoustic field. Originally, this consisted
of nothing more than a simple microphone to detect the
acoustic pressure. As it became apparent that simply using a
microphone could lead to undesirable results, such as local-
ized control, other techniques began to be developed in an
attempt to achieve a ‘‘better’’ solution. Such techniques in-
clude using multiple microphones to obtain a more global
response,1 ‘‘energy density sensors’’ to try to avoid local
minima,2 modal sensors to control dominant modes in the
field,3 intensity sensors to minimize propagation in a certain
direction,4 and radiation mode sensors to minimize acoustic
radiation with a minimal number of structural sensors.5

While all of these methods have been shown to have certain
advantages for various applications, it has also been noted
that it is often possible to implement an active control system
where the performance function is attenuated substantially,
but in which human observers have noted little difference
between the uncontrolled and controlled states. In other
words, although the mechanical sensor used in the control
system detects a substantial reduction, the human ear as a
sensor detects little, if any, reduction. For applications in-

volving only stealth and/or detection, such as military appli-
cations, the response of the human ear may be of little inter-
est. However, there are many applications where the
objective of the control system is to achieve a ‘‘better’’
acoustic environment for human beings. Such examples in-
clude interior aircraft and automobile noise, active control of
transformer noise, active control of highway noise, and so
forth. In such applications, the only really important criterion
is the human perception of the control achieved.

Recently, there has been some interest shown in address-
ing the question of improving an active control system in
terms of human response. Saunders and Vaudrey6 showed
that a signal with significant reduction in the controlled
sound pressure level may only exhibit a very modest reduc-
tion in the perceived loudness of the signal, as determined
using Zwicker’s method.7 Thus their work suggested that an
alternative approach to active control of sound, which could
effectively reduce the loudness perceived by listeners could
be useful.

This work has focused on implementing a technique that
approximates the minimization of loudness by an active con-
trol system, as a means of investigating the anticipated effec-
tiveness of such an approach. The approach taken makes use
of the filtered-E algorithm, as developed by Kuo and Tsai.8,9

Kuo and Tsai present the filtered-E algorithm as a means of
altering the spectral shape of the residual noise. While they
indicate the approach could be implemented based on the
frequency response of the human ear, they do not investigate
this possibility further. The work reported here provides a
practical implementation of the filtered-E algorithm based on
the response of the human ear, and evaluates how effective
the method is in minimizing the perceived loudness of thea!Electronic mail: s_sommerfeldt@byu.edu
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signal. The work reported is numerical in nature, with the
loudness of the controlled signals being compared for differ-
ent minimization techniques as a means of judging the im-
provement that would be perceived by a listener.

II. DEVELOPMENT OF LOUDNESS

Loudness is a quantitative measure that is based on the
subjective response of human listeners. As such, it appears
that loudness could perhaps be an ideal performance function
for implementing active noise control when human percep-
tion is involved. However, it is not always straightforward to
calculate, and thus is difficult to implement directly in an
active control system. As a result, an approximation to mini-
mizing loudness was implemented in the active control sys-
tem that was simulated for this work. However, the calcula-
tion of loudness for the various signals was still used as an
analysis tool, to give an indication how well the ‘‘loudness-
based’’ control could be expected to perform.

The concept of loudness was developed as a means of
quantifying the manner in which the human ear responds to
sound. It is well known that the human ear responds differ-
ently to the same sound pressure level presented to the lis-
tener at different frequencies. Research in this area has re-
sulted in the development of Equal Loudness Contours,
which represent the ear response over the range of human
auditory sensitivity~20 Hz–20 kHz!, and which can be seen
in Fig. 1.

The loudness level is measured inphonsand, like sound
pressure level, is rated on a logarithmic scale. Each of the
curves in Fig. 1 corresponds to a different loudness level, or
phon level, chosen to be identical to the sound pressure level
of the curve at 1000 Hz. Each single curve shows the sound
pressure level at which various frequencies must occur in
order to sound equally loud to a listener. For example, a

30-Hz sound must be at a level of about 80 dBre: 20 mPa to
sound as loud as a 1000-Hz sound at a level of 40 dB. It is
apparent that the human ear is less sensitive to low-
frequency sound than to mid-frequency sound.

A distinction should be made at this point between loud-
ness and loudness level. The loudness level is measured in
phons on a logarithmic scale. Loudness is measured insones,
and corresponds to a linear scale. Because the scale of sones
is linear, a noise signal that is measured to have one-half the
number of sones as another is said to be half as loud.10 It is
possible to convert between loudness and loudness level, just
as one may convert between sound pressure level~logarith-
mic scale! and sound pressure~linear scale!.

The Stevens Mark VII procedure was used for calculat-
ing the loudness of the signals. This method utilizes all of the
third-octave band levels of the signals. The corresponding
perceived magnitude,S, in sones, for each band is found
using a comprehensive table of values tabulated by Stevens.
From the maximum,Sm , of these corresponding values a
factor,F, is located in an additional table of values. The next
step is to add all of the perceived magnitudes for the third-
octave bands together ((S), and then subtract from that sum
the maximum,Sm . This difference must then be multiplied
by the factorF, and this product added to the maximum
perceived magnitude,Sm .11 After accomplishing these steps,
the total perceived magnitude,St , in sones, has been deter-
mined. The preceding steps may be written mathematically
as follows:

St5F S ( SD2SmGF1Sm . ~1!

After algebraic manipulation, this equation may be written as

St5~12F !Sm1F( S, ~2!

which is the form of the equation used to calculate loudness,
in sones, for this project. The value of the perceived magni-
tude in sones may be converted to a perceived level in deci-
bels, if desired, by consulting an additional table developed
by Stevens.

III. LOUDNESS-BASED ACTIVE CONTROL

Because there is no direct method of calculating loud-
ness for all acoustic signals, there arises the question of how
to minimize loudness with an ANC system. It is in the cal-
culation of loudness that the Equal Loudness Contours
~ELCs! become quite significant. Similar sound pressure lev-
els at different frequencies correspond to different loudness
levels ~measured in phons!. The difference in the loudness
levels between two frequencies of similar sound pressure
level is also dependent upon the sound pressure level itself;
there is a trend~not without exception! such that the greater
the sound pressure level, the smaller the difference in loud-
ness levels between two frequencies of similar sound pres-
sure level.

There already exist algorithms designed to minimize the
signal received by an error microphone~namely the overall
sound pressure level! in an ANC system. The filtered-x LMS

FIG. 1. Free-field equal loudness contours for pure tones, determined by
Robinson and Dadson in 1956 at the National Physical Laboratory, Tedding-
ton, England~ISO/R226-1961!. ~Taken from Peterson,Handbook of Noise
Measurement.!
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algorithm12 is the most widely used of these algorithms. As
suggested previously,8 the error signal can be passed through
a ‘‘residual noise shaping filter,’’ and then this altered signal
may be used as the signal minimized by the ANC system. If
this filter can be designed to have exactly the inverse shape
of a given ELC, then the minimization that results will ap-
proximate the minimization of loudness associated with the

signal. For example, since the filter is of a shape inverse to
that of an ELC, then if the original signal happens to have
the shape, in frequency space, of the noninverted ELC, then
the filtered signal would lookflat in frequency space. The
difference between this signal and the original signal is that
the levels of the frequencies in this filtered signal, which is
flat in frequency space, correspond to loudness levels, as
opposed to sound pressure levels. With this filtering, differ-
ent frequencies are essentially normalized with respect to
loudness level, and by this method, minimizing the new fil-
tered signal by a standard method~i.e., the filtered-x LMS
algorithm! has the effect of approaching loudness minimiza-
tion of the original signal.~Note: The original signal need
not have the shape in frequency space of the ELC filter used
in order to attain the desired effect of filtering. This case was
simply used as an example.! Figure 2 presents a simple ex-
ample intended to make this concept clear. Figure 2~a! pre-
sents the third-octave band levels of a hypothetical noise
signal, which has been chosen to match an ELC for the sake
of illustration. Figure 2~b! indicates the loudness-based filter
that can be used to properly normalize the noise spectrum.
Figure 2~c! then shows the resulting filtered noise signal that
could be used in an active control system designed to ap-
proximately minimize the loudness. Notice that in this ex-
ample, the lower frequencies of high sound pressure level
become much less significant after filtering, because the hu-
man ear is less sensitive to noise in this frequency range. For
these plots sound pressure level is arbitrary.

The loudness-based filters used in the research were ob-
tained in the following manner. The values associated with
each ELC were determined, for the range of 10 phon to 120
phon, in 10-phon increments. These values, which were on a
logarithmic scale, were multiplied by21 to invert the con-
tour, and then converted to a linear scale. The finite impulse
response~FIR! loudness-based filter was then obtained using
the MATLAB function ‘‘yulewalk.’’ This function uses the
frequency and modulus values to obtain the FIR filter which
most closely approximates the desired magnitude response.
As an example, Fig. 3 shows the filter response obtained for

FIG. 2. Filtering operation for minimizing loudness.~a! Sample noise sig-
nal, showing relative third-octave band levels.~b! Loudness-based filter.~c!
Filtered signal, normalized for loudness.

FIG. 3. 80-phon loudness-based filter. Solid line is desired filter shape.3’s
show designed filter shape.
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the 80-phon loudness-based filter. A similar fit was obtained
for each of the other ELCs used.

While ideally all frequencies would be attenuated to an
imperceptible level, an active noise control system is always
limited in performance. Suppose the signal filtered by the
loudness-based filter is in fact the error signal used to update
the controller parameters. The controller will in this case not
utilize as many resources attenuating the high level, low-
frequency content of the original noise signal as it would
have, had the signal remained unfiltered.

In order to implement this technique with the LMS
filtered-x control algorithm, the error signal, as well as the
reference signal, must be filtered by a loudness-based filter,
A, before it is used to update the controller parameters. Fig-
ure 4 shows schematically the control system in which the
error signal is filtered for loudness-based control. In this
block diagram,P represents the transfer function of the sys-
tem to be controlled,W represents the controller transfer
function, H represents the control path transfer function,H
represents the model ofH, andA represents the transfer func-
tion of the loudness-based filter. Notice that the filtered-x
signal,r (t), as well as the error signal,e(t), is filtered by the
loudness-based filter.

It is not immediately obvious that the filtered-x signal,
r (t), needs to be filtered byA as well, in order for the con-
troller update scheme to work properly. However, this re-
quirement can be illustrated mathematically in a relatively
straightforward manner. It can be seen that the error signal
can be expressed as

e~ t !5d~ t !1y~ t !. ~3!

Also, the convolution of the filter coefficients with the input
signal can be represented as

(
m50

L

wmx~ t2m!5WTX, ~4!

whereW is a vector of the filter coefficients,X is a vector of
the input data samples, andL11 is the number of coeffi-
cients in the control filter. Examining the schematic in Fig. 4,
it can be seen that
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5df~ t !1(
i 50

I

ai(
l 50

L

wl (
j 50

J

hjx~ t2 i 2 j 2 l !. ~5!

Notice here that(hjx(t2 i 2 j 2 l ) is simply the filtered-x
signal, r (t2 i 2 l ), or in other words the noise signal,x(t),
after being filtered by the actuator/propagation path transfer
function,H. Therefore, it follows that

ef~ t !5df~ t !1(
i 50

I

ai(
l 50

L

wlr ~ t2 i 2 l !
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l 50

L

wl(
i 50

I
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Because(air (t2 i 2 l )5r f(t2 l ), whereRf5RTA5ATR, it
follows that

ef~ t !5df~ t !1(
l 50

L

wlr f~ t2 l !

5df~ t !1WT~ t !Rf~ t !. ~7!

From this representation ofef(t), the new controller update
equation can be formulated using standard minimization
techniques as

W~ t11!5W~ t !2mef~ t !Rf~ t !. ~8!

This is the update equation used in the simulations to inves-
tigate the effectiveness of using loudness-based active noise
control.

FIG. 4. Filtered-x scheme with loudness-based filters fore(t) and r (t).

FIG. 5. Response in frequency space of the plant,P.
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To investigate the effectiveness of the new approach,
simulations were run using both loudness-based active con-
trol, and standard minimization of the squared error~pres-
sure! signal. The plant frequency response, representing the
system to be controlled, used in this work can be seen in Fig.
5. Following the simulation, the plots of the third-octave
band levels superposed upon the ELCs are examined to vi-
sualize the effect of loudness control versus overall sound
pressure control. Even more importantly, the actual calcu-
lated values of sound pressure level and loudness are com-
pared for the three signals of interest, namely the two error
signals based upon both methods of control, and the uncon-
trolled noise signal,d(t). After the plots and quantitative
values are examined, an assessment is made as to the appar-
ent effectiveness of loudness control. This step may at times
be somewhat difficult, due to the subjective nature of the
results, although it seems clear in many cases that the differ-
ence in loudness between signals is quite significant. The
simulations and assessments are repeated for a variety of
input noise signals, as well as for different loudness-based
filters, and for a varied number of controller coefficients. It
should be noted that while the ELCs are utilized for loudness
control, they do not explicitly take part in the loudness cal-
culations. Furthermore, only the loudness calculations are
used to evaluate the effectiveness of this technique.

IV. RESULTS

Throughout these comments,d(t) signifies the uncon-
trolled noise signal as theoretically detected by the error mi-

crophone,e(t) signifies the steady state error signal resulting
from loudness-based control, ande2(t) signifies the steady
state error signal resulting from standard sound pressure
level control. Furthermore,W represents the controller trans-
fer function after loudness-based control, andW2 represents
the controller transfer function after sound pressure level
control. The transfer function used for the plant,P, nomi-
nally corresponds to a duct, and can be seen in Fig. 5. The
focus of this research was on comparing minimization using
the standard filtered-x algorithm with loudness-based control
using the filtered-E algorithm. As a result, a simple model
for the secondary path transfer function was chosen, consist-
ing of a simple delay and gain factor (0.99z21). The con-
vergence parameter,m, was kept fixed at a value of 0.001 for
these simulations.

For each of the simulations run, the information ob-
tained consists of: plots of the two error signals, namelye(t)
ande2(t), a plot ofd(t), FFTs of these three signals as well
as of the input signal,x(t), plots of the two controller trans-
fer functions~based on the values of the controller coeffi-
cients!, namelyW and W2, and finally a single plot of the
ELCs with the third-octave band levels ofd(t), e(t), and
e2(t) superposed upon them. This final plot provides a vi-
sual conception of the difference between the two types of
control, namely loudness-based control and overall sound
pressure level control.

The first simulation that was run utilized purely random
noise, generated by the ‘‘rand’’ function inMATLAB . The
amplitude of random input was chosen such thatd(t), the

FIG. 6. Third-octave band levels ofd(t), e(t), ande2(t) for SIM1. FIG. 7. Third-octave band levels ofd(t), e(t), ande2(t) for SIM2.

TABLE I. Best case results for SIM1, SIM2, and SIM3.

Random noise input

SIM1—10 coefficients SIM2—30 coefficients SIM3—60 coefficients

Lp

~dB!
Loudness
~sones!

Lp

~dB!
Loudness
~sones!

Lp

~dB!
Loudness
~sones!

d(t) 76.9 17.0 77.4 17.1 77.1 16.9
e(t) 76.1 14.8 76.3 15.0 77.0 15.4
e2(t) 73.8 15.2 74.1 15.6 73.5 15.8
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signal reaching the error microphone before control, consti-
tuted an overall sound pressure level of between 70 and 80
dB. Utilizing 10 controller coefficients~SIM1!, this input
was minimized with respect to overall sound pressure level
and to loudness, using each of the 12 different phon level
filters. Similar trials were run utilizing 30 controller coeffi-
cients ~SIM2!, and 60 controller coefficients~SIM3!. The
best results obtained for each of the three cases, including
overall sound pressure levels and loudness for all signals, are
found in Table I. These results correspond to using the 80-,
90-, and 70-phon curves respectively, which correspond
closely with the level of the noise being controlled. For these
results, the best case was defined as the case where the larg-
est difference exists between the loudness ofe(t) and that of
e2(t).

Upon examination of these numerical results, little dif-
ference is found for any of the cases run with purely random
input, between either the overall sound pressure level or the
loudness of the two error signals. It is interesting to note,
however, that in all of these cases, the overall sound pressure
level of e(t) is higher than that ofe2(t), while the loudness
of e(t) is lower than that ofe2(t). ~This trend will greatly
magnify in upcoming simulations, where the input signal is
no longer purely random noise.! For the simulation data, the
most informative plots were those showing the third-octave
band levels for the uncontrolled signal,d(t), as well as the
levels for the loudness-based and sound pressure level con-
trol. These plots for these three random noise cases can be
seen in Figs. 6–8. For this signal, it can be seen that the
loudness is primarily affected by the response above 200 Hz.
The loudness-based control generally provides slightly better
attenuation in this frequency region, and the result is a slight
improvement in the loudness of the controlled signal.

The next set of simulations~SIM4! consists simply of
four sinusoids as input. It was hoped that some input signal
could be created which would provide significant differences
between the two methods of control, irregardless of how re-
alistic the input signal might be. Two sinusoids were chosen
at low frequencies, specifically 30 Hz and 36 Hz, where the

human ear is fairly insensitive. The other two sinusoids were
at frequencies of much more significant response with re-
spect to the human auditory system, specifically 350 Hz and
400 Hz. The lower-frequency sinusoids were also chosen to
be of higher amplitudes than those at the higher frequencies.
This input signal was minimized utilizing 6 controller coef-
ficients, and each of the 12 loudness-based filters. Table II
presents the results for the single best case for this input
signal.

The results of these simulations are dramatic, especially
in the difference between the loudness of the two error sig-
nals. In every case, the loudness ofe(t) was significantly
lower than that ofe2(t). In fact, the loudness ofe(t) is
almost always less than one-half the loudness ofe2(t). Fur-
thermore, in every trial, the overall sound pressure level of
e(t) is higher than that ofe2(t), although not always sig-
nificantly. It is interesting to note that while the overall
sound pressure level was reduced ine2(t) by 6.5 dB, the
loudness was reduced ine2(t) by a mere 4%. While one
may expect to perceive a reduction of 6.5 dB, examining
loudness indicates that this sound pressure level reduction
would most likely be imperceptible. However, while the
overall sound pressure level was reduced ine(t) by 5.4 dB
~for the best case!, it seems very likely that, after examining
the change in loudness, the difference betweend(t) ande(t)
would be very perceptible. The best case here has the loud-
ness reduced by 62% ine(t). This best case has been chosen
for graphical display in Fig. 9.

FIG. 8. Third-octave band levels ofd(t), e(t), ande2(t) for SIM3. FIG. 9. Third-octave band levels ofd(t), e(t), ande2(t) for SIM4.

TABLE II. Best case results for SIM4.

Four sinusoids input
SIM4—6 coefficients

Lp

~dB!
Loudness
~sones!

d(t) 71.5 2.53
e(t) 66.1 0.92
e2(t) 65.0 2.43
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The next set of simulations combines both random and
sinusoidal input. The exact frequencies and amplitudes asso-
ciated with the input signal are shown in Table III. An at-
tempt was made at generating a noise signal similar to that
which might arise in a real-life situation. This signal con-
sisted of random noise and a fundamental pure tone~30 Hz!
along with odd harmonics of that fundamental tone. Each
consecutive harmonic was input at a lower level than the one
before ~see Fig. 10!, which is typical of noise signals in
many different situations. Simulations were run with this in-
put signal utilizing both 20~SIM7! and 100~SIM8! control-
ler coefficients, as well as with each of the 12 different
loudness-based filters. The sound pressure level of the signal
d(t) was between 88.5 and 89.1 dB, and the loudness was
always between 15.4 and 16.3 sones. With 20 coefficients,
e2(t) resulted in a controlled sound pressure level of ap-
proximately 10 dBlessthan that ofd(t). However, the loud-
ness ofd(t) increasedin e2(t) to between 18.7 and 19.8
sones, which again illustrates that while the sound pressure
level has been significantly attenuated, a human observer
would very likely perceive an increase in noise level. With
20 coefficients, loudness control resulted in a sound pressure
level for e(t) between 1 and 4 dB below that ofd(t), de-
pending upon the loudness-based filter used. While these dif-
ferences may seem insignificant at first, a closer look at loud-
ness reveals some interesting results. In the best case, shown
in Table IV, the loudness ofe(t) was lower than that ofd(t)
by 4.2 sones. This loudness difference amounts to a decrease
of almost 27%. The results for this specific result can be seen
in Fig. 11.

Utilizing 100 coefficients with the same input signal

finds that the loudness ofe2(t) is significantly lower than it
was with 20 coefficients. In fact, the loudness control is
slightly better ine2(t) than ine(t), although the difference
seems insignificant. The best result here has the sound pres-
sure level decreased ine2(t) by 23 dB, and decreased in
e(t) by only 5.2 dB. The loudness, however, is decreased in
e2(t) by 6.6 sones~41%!, and ine(t) by 5.9 sones~37%!.
The difference in sound pressure level betweene2(t) and
e(t) is extreme. However, the difference in loudness is
slight, further illustrating the trend that as the number of
controller coefficients is increased, the difference between
the two methods of control tends to decrease, specifically in
regard to loudness. This last result is shown in more detail in
Fig. 12.

These results are consistent with results that have been
found in psychoacoustics regarding the response of the hu-
man ear.13,14 In particular, Hellman and Zwicker13 have
shown that the loudness associated with a 1-kHz tone com-
bined with broadband noise is not correlated with the overall
sound pressure level. Some of their results indicated that one
can reduce the sound pressure level by 6 dB, while simulta-
neously doubling the loudness. As can be seen here, similar
results can be obtained when trying to minimize the loudness
versus the sound pressure level.

The final set of simulations investigated were designed
to examine the effect of increasing the number of coefficients
made available to the controller. The trend discovered previ-
ously was such that as the number of controller coefficients
increased, the difference in loudness between the two con-
trolled signals, namelye(t) and e2(t), decreased. The dif-
ference in overall sound pressure level, however, tended to
remain significant, and therefore the two resulting error sig-
nals were not identical, only similar in loudness. The simu-
lations here incorporate the same input signal as in the last
set~see SIM7 or SIM8!, but this time the 80-phon loudness-
based filter was consistently used. The number of controller
coefficients was changed from 10 to 100 in increments of 10.
Also included were simulations utilizing 150 and 200 coef-
ficients. As expected, as the number of controller coefficients

FIG. 10. FFT ofx(t) andd(t) for SIM7.

TABLE III. Input data for SIM7.

Frequencies included
Freq ~Hz! Mag ~Pa! Freq ~Hz! Mag ~Pa! Freq ~Hz! Mag ~Pa! Freq ~Hz! Mag ~pa!

30 0.600 210 0.255 390 0.165 570 0.0825
90 0.525 270 0.225 450 0.135 630 0.060

150 0.240 330 0.195 510 0.105 rand 60.5

TABLE IV. Best case results for SIM7 and SIM8.

Many sines~30 Hz Fund.! plus random input
SIM7—20 coefficients SIM8—100 coefficients

Lp

~dB!
Loudness
~sones!

Lp

~dB!
Loudness
~sones!

d(t) 88.9 15.8 88.7 16.0
e(t) 87.5 11.6 83.5 10.1
e2(t) 78.2 19.0 65.7 9.40
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increased, the difference in loudness between the two error
signals decreased significantly. Table V presents the results
of these simulations.

The most noticeable difference occurred when increas-
ing the number of coefficients from 30 to 40. With 30 coef-
ficients, the difference in loudness between the two methods
of control was significant. However, with 40 controller coef-
ficients, the traditional method of sound pressure level con-
trol resulted in a loudness very similar to that resulting from
loudness control. Indeed, the trend in these simulations is
clear. Increasing the number of controller coefficients de-
creases the difference in loudness between the steady state
error signals resulting from the two types of noise control.
However, it is interesting to note that even when the result-
ing loudness is similar for the two types of control, there is a
significant difference in the sound pressure level associated
with the two error signals.

One possible explanation for the significant change in
performance of the sound pressure level-based controller,

when increasing the number of controller coefficients from
30 to 40, is that the controller has acquired enough coeffi-
cients to attempt attenuation of every sinusoid in the input
noise signal. In general, the controller requires a minimum of
two coefficients for each frequency it attempts to attenuate in
the uncontrolled signal. These two coefficients contain the
amplitude and phase information necessary for the signal
matching and attenuation. Because the input noise signal for
these simulations contains low-level random noise plus 11
sinusoids, the controller will not be able to attempt attenua-
tion of all 11 sinusoids until it has at least 22 coefficients
available. It appears that for this configuration, about 30 co-
efficients is near the minimum number of coefficients for the
controller to begin to effectively attenuate all of the sinu-
soidal components in the signal. The loudness controller at-
tenuates those frequencies which contribute most to the loud-
ness of the sound, and is therefore able to achieve better
loudness control with fewer coefficients.

V. CONCLUSIONS

Since the development of the digital signal processor in
the 1980’s, active noise control has gained a considerable
amount of attention among noise control engineers. A dis-
tinct focus of active noise control has been on applications of
noise attenuation which affect the human listener. Therefore,
the response of the human auditory system should at least be
considered, if not explicitly incorporated, when designing the
electronic controller in an ANC system.

Loudness, which is related to the human ear response,
was chosen as a minimization criterion for simulations of
noise control. The simulations indicate that utilizing this
more subjective criterion than those traditionally used, such
as sound pressure, does allow for noise control which in
many cases, would likely be more pleasing to the human
observer.

The apparent effectiveness of the technique employed
for this project is certainly dependent upon the nature of the
input signal. Several input noise signals were studied, and
those that contained higher levels of low-frequency than
high-frequency noise were most prominently affected by
loudness control. Furthermore, because many naturally oc-
curring acoustic signals do resemble some of the noise sig-
nals simulated during this research, it seems likely that this
method would be effective in a selection of real ANC appli-
cations.

It was further noted that the number of coefficients made
available to the electronic controller also affects how well
this method performs. The more coefficients available, the
closer the results of this technique of loudness control re-
semble those of traditional control, specifically in regard to
loudness. Furthermore, utilizing many coefficients resulted
in a significant difference in overall sound pressure level
when comparing the two methods. These results are signifi-
cant in that some applications of noise control have a restric-
tion on the number of controller parameters that may be in-
corporated into the control system. This restriction may
occur in applications involving many controllers and/or ac-
tuators, where processing time limitations exist. The results
obtained here indicate that often the number of controller

FIG. 11. Third-octave band levels ofd(t), e(t), ande2(t) for SIM7.

FIG. 12. Third-octave band levels ofd(t), e(t), ande2(t) for SIM8.
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coefficients could be substantially reduced without sacrific-
ing the perceived loudness attenuation that is achieved.

One would not necessarily need to physically incorpo-
rate this procedure in an actual control system in order to
determine the likelihood of successful implementation. By
examining the frequency content of a given noise signal, as
well as the constraints of the electronic controller and the
physical system, one would likely be able to determine be-
fore actual experiment if a technique such as digital filtering
to minimize loudness would indeed be profitable. Along with
the decision to utilize this filtering technique comes the
choice as to which phon level loudness-based filter should be
used in conjunction with a given noise signal. Many of the
results seem to indicate that there is a correlation between the
third-octave band levels of the uncontrolled input noise and
the phon level filter which produced the ‘‘best case,’’ al-
though these indications are not without exception. After ex-
amination of the frequency content of the input signal, it is
likely that a reasonable choice could be made as to which
phon level filter would produce favorable results.

Overall, this project was found to be worthwhile, and the
results practical. The real implementation of this specific
procedure would not be burdensome, and may feasibly be

incorporated into many ANC systems. Furthermore, because
all of the results mentioned in this text are numerical in na-
ture, true subjective effectiveness of the described loudness
minimization technique may not be absolutely qualified. Re-
search to include a panel of human observers may constitute
a useful extension of this project. The subjective qualifica-
tion techniques of magnitude estimation and semantic differ-
ential are two methods by which human evaluations of the
effectiveness of noise control may be analyzed.15 These
methods are recommended for possible future research en-
deavors regarding the incorporation of subjective measures
in active noise control.
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TABLE V. Results which show the effect of increasing the number of
controller coefficients.

Many sines~30 Hz Fund.! plus random input
Number
of
coefficients

Sound pressure level~dB! Loudness~sones!

d(t) e(t) e2(t) d(t) e(t) e2(t)

10 89.0 88.1 80.3 15.7 12.4 19.8
20 88.8 87.8 78.4 15.9 12.2 19.1
30 88.8 88.2 74.9 16.2 11.7 18.0
40 88.9 85.7 70.9 15.8 10.1 10.8
50 89.1 85.3 68.7 16.1 10.2 10.5
60 88.8 85.7 68.7 16.1 10.2 10.5
70 88.8 84.4 66.9 15.8 9.91 9.76
80 88.9 83.6 66.3 16.0 9.88 9.63
90 88.9 84.0 65.7 15.5 9.61 9.49

100 88.9 83.4 65.4 15.4 9.92 9.25
150 88.8 80.9 64.4 15.8 9.73 9.03
200 88.9 79.2 64.2 15.9 10.44 8.98
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Computation of edge diffraction for more accurate room
acoustics auralization
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Inaccuracies in computation and auralization of room impulse responses are related in part to
inadequate modeling of edge diffraction, i.e., the scattering from edges of finite surfaces. A
validated time-domain model~based on analytical extensions to the Biot–Tolstoy–Medwin
technique! is thus employed here to compute early room impulse responses with edge diffraction.
Furthermore, the computations are extended to include combinations of specular and diffracted
paths in the example problem of a stage-house. These combinations constitute a significant
component of the total nonspecular scattering and also help to identify edge diffraction in measured
impulse responses. The computed impulse responses are then convolved with anechoic signals with
a variety of time-frequency characteristics. Initial listening tests with varying orders and
combinations of diffraction suggest that~1! depending on the input signal, the diffraction
contributions can be clearly audible even in nonshadow zones for this conservative open geometry
and ~2! second-order diffraction to nonshadowed receivers can often be neglected. Finally, a
practical implementation for binaural simulation is proposed, based on the singular behavior of edge
diffraction along the least-time path for a given source–edge–receiver orientation. This study thus
provides a first major step toward computing edge diffraction for more accurate room acoustics
auralization. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1340647#

PACS numbers: 43.55.Ka, 43.55.Br, 43.55.Hy@JDQ#

I. INTRODUCTION

Edge diffraction is a fundamental component of the
sound field around any finite reflecting surface. In room
acoustics, for example, it describes not only the commonly
noted phenomenon of sound propagating around corners~or
emitting from orchestra pits! but also the scattering inall
directions from wedges of any angle, e.g., the boundaries of
a stage-house proscenium or the ‘‘knife-edges’’ of thin over-
head reflectors. For frequencies low enough that small-scale
surface roughness becomes negligible with respect to wave-
length, one may even consider much of a room’s interior as
a simple assemblage of various wedges that reflect and dif-
fract.

Conventional methods for computing room impulse re-
sponses~RIRs! for auralization1,2 typically neglect edge dif-
fraction and rely on geometrical acoustics, e.g., the image-
source model,3 ray tracing,4 or some variation of these.5–12

~Our definition of auralization, the acoustical analog of visu-
alization, was introduced in Ref. 1: ‘‘Auralization is the pro-
cess of rendering audible, by physical or mathematical mod-
eling, the sound field of a source in a space, in such a way as
to simulate the binaural listening experience at a given posi-
tion in the modeled space.’’! It is known, however, that a
pure geometrical-acoustics model erroneously predicts a dis-
continuous field. Figure 1 illustrates a simple case~see also
Refs. 13, 14! where one can delineate three ‘‘zones’’ around

a rigid right-angle wedge: zone I~listener receives direct and
reflected waves!, zone II ~listener receives direct wave but
not reflected wave!, zone III ~listener shadowed from direct
and reflected waves!. In addition, sound is diffracted from
the edgeinto all three zones. The geometrical-acoustics in-
terpretation~depicted by spikes in the schematic impulse re-
sponses! is discontinuous at the zone boundaries; edge dif-
fraction, portrayed by quasi-exponential ‘‘tails’’ in the
figure, exactly compensates for this~with delay, magnitude,
and discontinuous sign change! and thus maintains a con-
tinuous pressure field around the edge. One can, moreover,
define edge diffraction as the difference between the total
scattered field and that given by geometrical acoustics in the
presence of a wedge.

A second related problem with geometrical-acoustics is
that inaccuracies in computing reflection strength increase
with wavelength relative to surface dimensions. Moreover, in
computing the RIR for a particular field position, edge dif-
fraction is necessary to correct the spectral content of re-
flected impulses from finite surfaces, e.g., balcony soffits,
overhead reflectors, or wall edges. In a first ‘‘round-robin’’
comparison by Vorla¨nder15 of room acoustics computations
with hall measurements at several room positions, certain
parameters such as early decay time (EDT) and clarity~C!
were more difficult to predict than others, e.g., reverberation
time (RT). ~For parameter definitions see Ref. 16 or 17.!
The fact that such parameters asEDT, C, Deutlichkeit~D!,
and Lateral Energy Fraction (LEF) depend greatly on the
early structure of the RIR further necessitates a model of
edge diffraction that computes at least early-order room re-
flections accurately~after which the reverberation generally

a!Electronic mail: rendell@ta.chalmers.se
b!Current address: Acoustics Group, Department of Telecommunications,

Norwegian University of Science and Technology, NO-7491 Trondheim,
Norway; electronic mail: svensson@tele.ntnu.no
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becomes more statistical!. Finally, as the ear’s sensitivity ex-
ceeds the frequency- and time-resolution of standard param-
eters, auralization requires even greater detail to recreate the
wide-band ‘‘filtering’’ ~i.e., the natural coloration! that a real
room endows upon an anechoic input signal. Although some-
what ‘‘realistic sounding’’ auralization is achievable even for
simplified, ‘‘virtual-reality’’ rendering,18,19 inclusion of edge
diffraction could increase ‘‘auralizationaccuracy’’ ~i.e., the
replication of an actual room!, particularly at lower frequen-
cies, and thus enable auralization to complement numerical
parameters with a more complete impression of the room’s
acoustics.

Our primary aim, therefore, is to include edge diffrac-
tion in computed room impulse responses, which thus entails
modeling of diffracted specular reflections and specularly re-
flected diffractions. Such ‘‘specular/diffractive’’ combina-
tions are shown here to comprise a significant part of the
nonspecular scattering in measured scale-model impulse re-
sponses. We then present an example auralization based on
the early RIR~i.e., from the stage-house ‘‘sending end’’ of a
concert hall! and perform initial listening tests to assess the
audibility of diffraction for various input signals. Two as-
pects of auralization, however, are left to subsequent studies
on subjective aspects. First, since the amplitude of each dif-
fraction order decreases by one or more orders of magnitude,
we focus on modeling edge-diffraction effects in the early-
order RIR and exclude computation of reverberation, which
can be calculated sufficiently well using statistically based
methods.6 Modeling a nonreverberant geometry also enables
clearer identification of diffraction when comparing mea-
sured and computed RIRs and can be directly applied to
simulating outdoor amphitheaters and other ‘‘open’’ venues.
One can fairly argue, however, that reverberation may par-
tially mask diffraction effects during auralization; neverthe-
less, the ‘‘early signature’’ of the auralized RIR still warrants
close study, as it imparts information on the room’s initial
filtering of the input signal. For example, in auralization lis-
tening tests,20 changes in early coloration~e.g., perceived
shifts in ‘‘bass’’ or ‘‘treble’’! due to varying surface ‘‘diffu-
sion’’ were clearly audible even with 2-s reverberation and

using a continuous input signal~pink noise, 5 s!. The second
aspect is that our initial example auralizations are monaural,
i.e., exclude head-related transfer functions~HRTFs!. How-
ever, this still simulates basic coloration changes~due to in-
cluding edge diffraction! in the early RIR for source–
receiver orientations that involve predominantly frontal
HRTF angles and are situated near the centerline, as in our
case. Also, since a brute-force inclusion of a large number of
HRTFs along each wedge is impractical and presumably un-
necessary subjectively, we propose below a practical imple-
mentation for binaural simulation of edge diffraction, based
on its singular behavior along the least-time path for a given
source–wedge–receiver orientation. Moreover, despite these
limitations, this initial study provides the first major step
toward computing edge diffraction for room acoustics aural-
ization and shows how these two aspects should be included
in future work.

Section I discusses previous work and the theory behind
the time-domain edge-diffraction model used here, based on
analytical extensions by Svenssonet al.21 to the Biot–
Tolstoy–Medwin ~BTM! technique.22,23 In addition, the
computations are extended to include combinations of specu-
lar and diffracted components, which improve agreement
with measured RIRs from a model stage-house, described in
Sec. II. Computed RIRs with various orders and components
of diffraction are then compared in frequency responses and
ABX listening tests in Sec. III, followed by proposals for
binaural simulation and future work.

II. COMPUTATIONAL APPROACH

A. Previous work

The literature on diffraction describes many models, for-
mulated in both time and frequency domains. The latter en-
compasses several approaches such as the well-known Geo-
metrical Theory of Diffraction ~GTD!24 and work by
Kouyoumijian and Pathak,25 Pierce,26,14 Salomons,27 and
Menounouet al.28 ~see these for more comprehensive re-
views!, although the model in Ref. 28 can also be used in the
time domain. Berkhoutet al.29 calculated a two-dimensional
room field with a frequency-domain model, from seismic
imaging, which was derived from the Kirchhoff–Helmholtz
integral. In room acoustics, however, time-domain formula-
tions distinguishing the different~specular and diffracted!
transient components are attractive as they enable clearer in-
terpretation of measured data and insight into predicted phe-
nomena@Refs. 13, 22, and 30~Sec. IV!#. Time-domain mod-
els are also appropriate for room acoustics analysis and
auralization because one typically requires impulse re-
sponses~instead of frequency data! at specific positions. As
noted by Keiffer and Novarini,30 their use of the time-
domain BTM solution~discussed below! was much faster in
computing impulse responses than more traditional harmonic
synthesis, which can involve relatively small frequency in-
crements and high cutoff frequencies for ‘‘full-bandwidth’’
auralization. Although we focus the following discussion on
previous work in room acoustics, we underscore below that

FIG. 1. The area near an edge can be defined by three ‘‘zones,’’ each with
a different combination of waves~direct, specularly reflected, diffracted!,
depicted by schematic impulse responses. A purely geometrical-acoustics
interpretation~corresponding to the impulsive ‘‘spikes’’ above! is discon-
tinuous at the zone boundaries; edge diffraction, present in all zones, com-
pensates for this. The open wedge angle is given byuw .
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our method is an extension of work developed and validated
in other fields, including diffraction from barriers and surface
scattering.

The most approximate treatments of edge diffraction in
room acoustics prediction use Lambert ‘‘diffusion’’
methods.31,32 Dalenbäck,33 for example ~followed by
Farina34!, employed an ‘‘edge-diffusion’’ technique that
placed Lambert-radiating sources on a strip~of quarter-
wavelength width! along the perimeter of a finite reflector.
Specular reflections near the edges would then decrease in
amplitude, approximately simulating the interference of edge
diffraction in the specular direction. Such energy-based
methods, however, neglect phase information and inherently
cannot replicate the correct interference effects of edge dif-
fraction components from nonspecular directions to the
receiver.20 Furthermore, even if some phase is assumed~e.g.,
minimum phase!, a Lambert edge source directs its lobe
maximum in the normal direction from the plane and does
not reproduce the actual, more complex~diffraction! direc-
tivity, which varies with incidence angle and position along
the edge. Finally, the selection of the appropriate Lambert-
diffusion coefficient is somewhat arbitrary or, at best, only
roughly determinable.

@Regarding terminology, one may note that the term
‘‘diffusion’’ is typically related to the spreading of incident
specularenergyinto nonspecular directions~in its broad us-
age in room acoustics and auralization!. ‘‘Diffusion’’ is
sometimes equated with ‘‘diffuse reflection’’32 and perhaps
offers a more heuristic~than rigorous! picture of scattering
phenomena. ‘‘Scattering,’’ as defined, e.g., by Medwin and
Clay,35 refers to the redirection of sound when it interacts
with a body and, thus encompasses reflected, diffracted, and
transmitted waves. When referring specifically to the non-
specular components of this redirection of sound, the term
‘‘scattering’’ may still be preferable to ‘‘diffusion,’’ as the
latter can be easily confused withdiffusivity of the sound
field, which is related but not equivalent to diffuse
reflection.31 See Ref. 20 for further discussion on ‘‘diffu-
sion’’ versus ‘‘scattering’’ versus ‘‘diffraction’’ within room
acoustics.#

Other diffraction studies in room acoustics invoke the
Kirchhoff Approximation ~KA !.36–38 Although KA diffrac-
tion models can be useful near the specular scattering
angle36,39 and sometimes at higher frequencies,40 they com-
pletely fail in predicting the diffracted component forall
frequencies at certain incident and scattering angles, as dis-
cussed and well illustrated by Jebsen and Medwin41 and
Nortonet al.42 For example, the oblique edge scattering from
overhead reflectors would have incorrect amplitudes with
these modeling methods. Fresnel and Fraunhofer diffraction
methods have similar failings, as shown by Cox and Lam.40

B. Biot–Tolstoy „BT… time-domain formulations

More accurate time-domain models of edge diffraction
have been based on some form of the exact Biot–Tolstoy
~BT! solution43 for a point source irradiating an infinite
wedge of arbitrary angleuw ~see Fig. 1!. In Refs. 22 and 23,
Medwin et al. adapted the BT solution to include finite-
length wedges and second-order~double! diffraction by us-

ing a ‘‘discrete Huygens interpretation’’ that utilized second-
ary sources along edges. This method, often called the BTM
technique, was extended by Svenssonet al.,21 who derived
analytical directivity functions for the edge sources. These
derivations justified Medwin’s assumptions22 for modeling
first-order diffraction and refined the BTM modeling of
second-order diffraction, which becomes more important for
grazing angles and decreasing surface dimensions.44 The
model by Svenssonet al. can compute first- and second-
order diffraction for curved edges as well. Although the BT
solution requires that wedges have Neumann~rigid! or Di-
richlet ~pressure-release! boundary conditions, this is not a
greatly disappointing restriction, as many~although not all!
concert-hall surfaces of interest for edge diffraction are es-
sentially acoustically hard.~This would not apply, for ex-
ample, to the audience area, absorptive decor, or light pan-
eling.! The analytical expressions and calculation method
that we employ~and extend below! are extensively illus-
trated in Svenssonet al.21 @Eqs. ~12!, ~19!, ~28!–~29!, and
Sec. II# and are excluded here for brevity. Figure 2 schemati-
cally depicts the angle-dependent interference of edge
sources with the specular field~i.e., the image-source’s wave
front! reflected from a finite plane. The image-source model
is an exact ‘‘equivalent source’’ for an infinite rigid plane~or
‘‘before’’ the wave front reaches the edge!; the change of
impedance~at the finite reflector edges! is modeled by add-
ing edge sources of the resulting scattering, i.e., edge diffrac-
tion. ~It should be noted that the representation of the total
scattered field by the image source plus edge sources does
not rigorously apply to the modeling of impedance bound-
aries. Potential methods for handling impedance wedges are
given in Refs. 45 and 46.!

Previous use of the BT solution in room acoustics is
sparse. Ouis,47 for example, employed the BT solution to
calculate diffraction from a thin ‘‘infinite’’ strip in a simple
rectangular auditorium. He also compared the BT solution
with other frequency-domain formulations by examining dif-
fraction from an infinite strip on a plane.48 In another study
Kovitz49 adapted the BT solution to an image-source room
model and applied the same truncation factor~1/2! as Med-
win for first-order diffraction from finite~truncated! wedges.
Kovitz did not continue, however, with double diffraction or

FIG. 2. The image-source model is an exact ‘‘equivalent source’’ for reflec-
tion from an infinite rigid plane. A change of impedance on the plane~i.e.,
at the edges of a finite reflector! results in scattering~modeled by edge
sources schematically drawn above! which interferes with the specular re-
flection ~modeled by the image sourceS8!.
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reflected diffraction components. The work here advances
these studies by examining a room geometry with several
wedge types~i.e., wedge angles! of finite length, and by in-
corporating second-order diffraction and three combinations
of specular/diffractive components, discussed further below.
This study is also a first step toward accurate inclusion of
edge diffraction in auralization, compared to current methods
that use Lambert approximations or neglect diffraction en-
tirely.

The BTM model has been validated for several different
geometries, such as a circular disk,44 a right-angle step
discontinuity,13 thick barriers,23,50 double-diffraction from
knife-edges,50 and ‘‘wedge assemblages’’ of spheres51 and
rough surfaces.30 Svenssonet al. also validated their exten-
sions to the BTM model in the test problems of a circular
disk and a thin rectangular plate.21 The individual wedges
that compose the stage-house example below fall within
these cases, so we concentrate primarily on determining the
necessary combinations and orders of diffraction paths to
adapt the computations to room acoustics.

C. Extension: Specular Õdiffractive combinations

Svenssonet al. describe in Ref. 21 how multiple-order
edge diffraction could be computed with the model, which
was numerically implemented up to second-order in example
computations. These benchmark comparisons only required
‘‘direct’’ diffraction paths, i.e., source to edge~s! to receiver.
Room acoustics problems, however, typically involve inter-
mediate reflections, e.g., edge-diffracted components (ed)
that reflect specularly, and specular reflections (sp) that dif-
fract ~see Fig. 3!. We refer to these as combinations of
specular/diffracted components. To improve modeling of the
early RIR, we begin by extending the computations to in-
clude the following combinations:sp-ed, ed-sp, and
sp-ed-sp. For a single wedge~e.g., a thin barrier! on a
reflecting plane, these three paths are modeled with straight-
forward use of an image source and image receiver~e.g.,

Sec. 4 in Ref. 52!. For a room, in contrast, with a multitude
of reflection paths among concave and convex wedge geom-
etries, one must construct physically sensible ‘‘visibility
checks’’ of whether a given edge contributes diffraction for a
selected source–receiver orientation.

1. Modeling of paths sp -ed , ed -sp , sp -ed -sp

The pathssp-ed are modeled by replacing each reflect-
ing plane with a~first-order! image source and then comput-
ing diffraction from edges visible to both the receiver and
each image source.~Image-source models and plane-
visibility checks are discussed in Refs. 3, 49, and 53.! As
depicted in Fig. 4, for example, the edge-visibility check
should determine that edgeE1 ~perpendicular to the page! is
visible to the image sourceS8 and that edgeE2 is not. Thus
the following steps are performed for each image source and
edge:~1! Check that the path from the image source to the
first edge endpoint passes through the reflecting plane and is
not blocked~e.g., by other planes!. ~2! Repeat for the second
edge point.~3! If at least one of the two edge points is vis-
ible, assume that the edge is visible. Furthermore, all edges
of the reflecting plane that created the image source must be
excluded from the diffraction calculations for eachsp-ed
path. For example, although planeF is not ‘‘visible’’ ~having
spawned the image sourceS8!, planeQ and its edges may be
visible via planeF for a different source position. If the edge
that planeQ shares with planeF is then considered visible,
additional edge diffraction would be erroneously calculated.

Thus, the componentssp-ed are given by the following:

hsp-ed~ t;SuR!5(
i

(
j

hdiffr1~ t;Si8uEj uR!, ~1!

wherehdiffr1(t;Si8uEj uR) is the first-order diffraction impulse
response from the image sourceSi8 via the edgeEj to the
receiverR, t is time, and the edge summations~i.e., diffrac-
tion calculations! are done over the indicesj remaining after
the visibility checks. Note that the free-field impulse re-
sponse is defined here~and in Ref. 21! as r 21d(t2r /c),
wherer is propagation distance in meters andc is the speed
of sound in air.

This initial extension of the program does not divide
edges into visible and hidden segments. Thus step~3! above
is a choice between two approximations: to consider partially
visible edges~1! as totally visible or~2! as totally hidden.

FIG. 3. The test geometry is a stage-house in a finite baffle. One must not
only compute ‘‘direct’’ edge-diffraction paths but also combinations of
specular/diffracted components. Direct edge-diffraction paths are denoted
by ed or ed-ed ~second-order edge diffraction, by two successive edges!.
Pathsp-ed represents specular reflection (sp) to edge diffraction (ed).

FIG. 4. The edge-visibility check should determine that edgeE1 is visible
to the source and thatE2 is not. Furthermore, all edges of the reflecting
plane F must be excluded from the diffraction calculations for image
sourceS8.
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The first approximation, discussed below, is selected because
the visible part of the edgestill diffracts, although with short-
ened edge length, whereas the second approximation entirely
neglects this diffraction.

One can analyze the first approximation in detail. The
main changes to a partially obscured edge are~a! that its
effective length decreases and~b! that the ‘‘least-time point’’
on the edge~on the shortest path fromS8 to E to R! could
possiblyshift. The first change results in a small change in
amplitude at low frequencies, as the diffraction contribution
is maximum at its onset from the least-time point but de-
creases slowly from farther points along the edge$cf. Sec.
IV, and Refs. 21@Eqs.~1!, ~9!, ~19!#, 22, and 30%. Moreover,
since the transient onset mainly affects higher frequencies
while the edge ‘‘outskirts’’ mainly affect lower frequencies,
the effective ‘‘truncation’’ of the edge has less significance
for higher frequencies. Regarding the second change~if the
least-time point shifts!, there are one or possibly two addi-
tional effects. One effect is a small error in the angle and
time delay of the edge diffraction relative to the receiver~the
error may increase at very close distances and extreme
S8-E-R orientations!. Another effect is a possible drop in the
amplitude, which occurs if the least-time point on a given
finite wedge coincides with the least-time point for the cor-
responding~‘‘virtual’’ ! infinite wedge~Fig. 2 in Refs. 21 and
30!. If it does ~condition 1!, its diffraction contribution is
theoretically singular~but computationally finite!, and if this
‘‘infinite edge’’ least-time point is then obscured~condition
2!, the edge’s peak diffraction amplitude should decrease
significantly. Whether both conditions occur for a given path
depends on the room geometry and source–receiver orienta-
tion. Although the measurements below indicate that we
have chosen the better approximation~or that the choice
makes little difference for the case below!, future calcula-
tions should divide edges into visible and non-visible seg-
ments.

As depicted in Fig. 5, the pathsed-sp ~edge diffraction
that subsequently reflects! are modeled as diffraction from
the edgesEj visible to both the source and to each image
receiver Ri8 :

hed-sp~ t;SuR!5(
i

(
j

hdiffr1~ t;SuEj uRi8!. ~2!

Finally, the combinationssp-ed-sp ~specular reflection,
diffraction at each visible edge, and subsequent reflection to
the receiver! correspond to diffraction from edges that are
visible to all possible pairs of image sources and image re-
ceivers:

hsp-ed-sp~ t;SuR!5(
i

(
j

(
k

hdiffr1~ t;Si8uEj uRk8!. ~3!

One may note that the ‘‘allowable’’~visible! combinations
of Si8 , Ej , andRk8 for pathssp-ed-sp are given simply by
the intersections of corresponding visibility checks already
performed for Eqs.~1! and ~2!. Thus no additional visibility
checks are required for Eq.~3!.

2. Comments

One can similarly include additional combinations of
first-order diffraction and higher-order image-sources/
receivers~e.g.,sp-sp-ed, ed-sp-sp!, although the latter be-
come successively weaker by spherical spreading and from
absorption and scattering, e.g., by the musicians and audi-
ence. Such effects should be included in future studies ap-
plying the above method. Although the calculations are re-
stricted to point sources and receivers, one could practically
construct larger sources~e.g., orchestras, choirs! as an en-
semble of monopoles, although their relative amplitudes
must be determined. Such modeling of directive sound
sources for auralization has been investigated by Giron.54

A similar extension can also be applied to combinations
including double diffraction. However, as second-order edge
diffraction is typically orders-of-magnitude below first-order
diffraction ~and even weaker compared to the total specular
field!, such computationally intensive combinations may
practically be neglected, as also suggested by Wadsworth
and Chamber’s50 measurements ofed-sp-ed paths.@In fact,
in modeling rough-surface scattering, Keiffer and Novarini30

only used first-order scattering to successfully implement the
wedge-assemblage method~WAM !, i.e., use of the BTM
method to compute scattering from a surface or object mod-
eled as a construction of wedges.# Second-order edge diffrac-
tion is included here for direct paths (ed-ed), although its
relative importance is still under study and depends on vari-
ous factors~e.g., wedge angle, wavelength relative to pro-
jected surface extent, grazing incident/scattering angles!.
Third- and higher-order diffraction appears unnecessary for
most validated cases21,23,44 and in computations below. In
any case, specular/diffractive combinations of first-order dif-
fraction with higher-order specular reflection may offer a
suitable compromise between speed of calculations and com-
putation of audible diffraction contributions in the early RIR.

III. TEST GEOMETRY

A stage-house form~Fig. 3! is selected as an ideal, con-
servative geometry to test for the significance of edge dif-
fraction in the early RIR. First, it is a common concert-hall
component~sometimes called the ‘‘sending end’’! and in-
volves several different wedge angles and reflection/
diffraction paths. It is also a ‘‘conservative’’ scale, such that
geometrical acoustics should hold except at very low fre-
quencies, relative to the large dimensions of the smooth re-
flecting surfaces.~The stage-house, described below, is pro-
portioned similarly to that in Boston Symphony Hall,
although replication of any particular stage is not intended.!
The nonshadowed source–receiver orientation is also conser-

FIG. 5. Aned-sp combination is modeled using an image receiverR8, with
the assumptions of a point sourceS, a point receiverR, and rigid boundaries.
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vative, compared to receiver positions hidden from the
source, and can be appropriate for future subjective tests
judging the audibility of edge diffraction to such positions.
For computations below, the numerical procedure in Sec. II
is used to calculate the edge diffraction and its specular/
diffractive combinations; the specular reflections are calcu-
lated with a commercially available room acoustics
program.55 As discussed above, the computations here as-
sume rigid boundary conditions.

A. Measurements

Although the numerical model has been validated for
relatively simple geometries and first-order rough-surface
scattering, one must still determine the necessary edge-
diffraction paths ~e.g., various diffraction components! to
sufficiently model the early RIR for this concave roomlike
geometry. Following Refs. 13, 28, and 50, we measure im-
pulse data from a scale model and verify that the measured
edge-diffraction contributions are also observed in the com-
putations.

A 1:20 scale-model is constructed of 8-mm-thick Per-
spex acrylic~1190 kg/m3! and reinforced for greater rigidity.
The following dimensions are given in ‘‘full-scale’’~i.e., 20
times the model’s dimensions!: The proscenium height and
width are 14.5 m and 18.6 m. The back wall is 12.5 m high
and 14 m wide. The stage depth is 8.3 m with a horizontal
floor. The stage-house sits eccentrically (Dx520.8 m, Dz
51.25! in the finite baffle, with height 30 m and width 40 m.
With the origin bisecting the rear-floor edge, the source’s
and receiver’s coordinates are~22, 7, 1.18! and ~22, 20.9,
20.4! @m#. ~Other nonshadowed source–receiver combina-
tions are also measured, of which this is a representative
combination.!

A calibrated condenser microphone~6.35 mm in diam-
eter! is used to measure impulse data from a spark source
composed of two electrodes inserted through the scale-model
floor. The directivity of the spark source~without floor! is
measured separately, however, in 15-deg increments in three
orthogonal planes. Up to 80 kHz~4-kHz full scale!, the mea-
sured spark-source directivity is essentially omnidirectional
~deviations within6 1 dB!. The sampling frequency for the
stage-house measurements is 80 kHz, although the measure-
ments are passively low-pass filtered by the microphone am-
plifier up to about 25 kHz~about 1.3-kHz full scale!, ap-
proximately where air absorption is dominant. For these
large reflecting surfaces, the dominant edge-diffraction con-
tributions lie well below this cutoff frequency. Each mea-
surement is averaged over approximately 200 captures.

B. Results

Measured and computed data in Figs. 6–7 show how
travel paths of nonspecular components in the early RIR are
well represented when edge diffraction is modeled.~Mea-
sured data are given in ‘‘full-scale’’ unless noted otherwise.!
In Fig. 6, the upper plot shows the measured impulse re-
sponse, while the lower plot shows the computed impulse
response, convolved with the~spark! source signal for
clearer comparison with the measured data. Additionally, the
computed impulse response is~low-pass! Butterworth-

filtered to the same effective frequency range of the measure-
ments, and the decay due to air-attenuation at high~scale-
model! frequencies is also modeled, as described further
below. The labelsn denotes the 11 specular reflections~of
which s9 and s10 arrive nearly simultaneously!. Peak-by-
peak comparison, particularly betweens1 ands3 , shows that
the computed impulse response includes nearly all of the
major nonspecular arrivals~edge-diffraction components! in
the measured RIR.~The measured scattering from the spark-
source’s arms and bracing is not included in computations.
The second-order edge diffraction from the edges of the fi-
nite baffle, however, is included.! This time-domain numeri-
cal model also allows straightforward dissection into the in-
dividually computed transient components~i.e., specular
reflections, direct diffraction,sp-ed combinations, etc.!,
which were separately plotted~not shown here! to identify

FIG. 6. The upper figure plots the measured impulse response in front of the
stage-house. The vertical axis is linear pressure, normalized to the direct
sound. The lower figure plots the computed impulse response convolved
with the ~spark! source signal. The arrival times of the specular reflections
are denoted by ‘‘s’’ ( s9 ands10 come nearly simultaneously!; the nonspecu-
lar arrivals, particularly betweens1 and s3 , are edge-diffraction compo-
nents, shown more clearly in Fig. 7.
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various components of the measured response.~Note that
such dissection is not easily performed with, e.g., BEM/FEM
techniques.! These components are superposed to obtain the
total computed RIR.

In Fig. 7, the upper plot shows the total computed dif-
fraction plotted in dark dashed lines, with specular/
diffractive combinations emphasized in solid lines. The ver-
tical dotted lines represent the~unconvolved! direct sound
and specular reflections, plotted for comparison. One sees
from the arrival times, e.g., at the third specular reflection,
that specular reflections and edge diffraction can interfere
destructively, evident in the reduced measured and computed

amplitude ofs3 in Fig. 6. Without the computed edge dif-
fraction, the amplitude ofs3 would be much greater in this
~lower! frequency range.~However, one can easily show that
if the low-pass filter on the computed RIR is extended higher
in frequency, the destructive interference of the edge diffrac-
tion would have less effect on the total amplitude of peaks3 ,
which would essentially retain its specular amplitude.! Sur-
prisingly, the specular/diffractive combinations constitute a
major part of the total nonspecular scattering, as one has a
potentially large number of edge-diffraction paths when the
corresponding image-sources and image-receivers are gener-
ated. Moreover, without these extra combinations, the total
edge diffraction would be incompletely predicted. Even the
inclusion of just three path-combinations (sp-ed,
ed-sp,sp-ed-sp) significantly increases agreement with the
measured early RIR by resolving the major ‘‘unknown’’
nonspecular peaks. Computing combinations with higher-
order image-sources/receivers~e.g., sp-sp-ed, etc.! may
further improve agreement.

The lower plot in Fig. 7 shows the integrated level of the
impulse responses over time. The lower solid curve corre-
sponds to the measured response, while the upper dashed
line corresponds to the computed response, not accounting
for the air absorption at high, scale-model frequencies~here
about 10–25 kHz!. The frequency-dependent air attenuation
could be included in computed results by, for example, con-
structing a low-pass filter with time-dependent filter coeffi-
cients, or by analyzing separate frequency bands~see also
Refs. 56 and 57!. To obtain a rough estimate, however, of
how much the cumulative difference from the measured re-
sponse depends on air absorption, one could apply an expo-
nential decay corresponding to the air absorption at 25 kHz
to the computed impulse response. The attenuation coeffi-
cient at this frequency is chosen because the spark signal’s
spectrum increases by about 4–6 dB/octave, peaks at ap-
proximately 25 kHz, and then falls sharply above this. The
measured temperature, relative humidity, and ambient atmo-
spheric pressure in the room are 22 °C, 38%, and 761 mm Hg
~although these values can have some time-variance!. Using
Eqs. ~3!–~5! in ISO 9613-1:1993~E!, the computed attenua-
tion by air absorption at 25 kHz is 0.79 dB/m, corresponding
to a decay of exp@(20.79/10 loge)r#. Applying this exponen-
tial decay to the computed impulse response~resulting in the
upper solid line! and comparing with the measured data, one
sees excellent agreement in the progressive rise in level and
that the total cumulative difference is about 0.25 dB. Al-
though this is an ‘‘over’’-approximation of the attenuation,
the resulting agreement suggests that the overall differences
in level are indeed primarily due to air absorption. The
‘‘true’’ compensated curve would presumably lie between
the dashed and the upper solid line.

One may also note in Fig. 7~b! that diffraction is not the
main cause of discrepancies in the integrated levels~as the
computed curve follows the measurement well, e.g., between
s1 and s3!. Rather, the specular reflections are, in general,
too strong. This may be due to assuming ideally rigid reflect-
ing surfaces, which actually have finite surface impedance in
the scale model.@The curve for the purely specular compu-
tation ~neglecting diffraction! is omitted for clarity; it is sim-

FIG. 7. ~a! The upper figure shows the total computed edge diffraction,
plotted in dark dashed lines, with specular/diffractive combinations in solid
lines. The positive dotted lines represent the~unconvolved! direct sound and
specular reflections, plotted for comparison. One sees from the arrival times
~e.g., at the third specular reflection! that specular reflections and edge dif-
fraction can interfere closely.~b! The lower figure shows the integrated level
~over time! of the computed and measured impulse responses. The lowest
curve is the measured data, which lies 0.25 dB below the computed results
that are approximately compensated for air absorption. The dashed line
shows the computed results without the modeled attenuation, which repre-
sents the levels at more typical audio frequencies.
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ply constant~horizontal! between specular reflections~s! and
deviates most from the other curves between reflectionss1

ands3 , where the diffraction contributions are greatest.# Fi-
nally, the slight temporal deviations from measured data are
related to small differences in the source–receiver positions.

IV. ASPECTS OF AUDIBILITY

A complete psychoacoustical investigation of edge dif-
fraction in auralization extends beyond the scope of this pa-
per, but a short initial study can help map interesting areas
for future work. We first examine basic coloration changes in
frequency-response functions for different orders/
combinations of diffraction. To assess the audibility of these
changes, we use ABX listening tests to compare a variety of
anechoic signals~e.g., music, speech! convolved with com-
puted RIRs having various orders/combinations of diffrac-
tion. ~‘‘Coloration’’ here refers simply to frequency-
dependent level differences due to edge diffraction; other
definitions are discussed, e.g., by Meynial and Vuichard.58

Additional subjective effects may also be present, of course.!

A. Frequency response comparisons

Figure 8 shows spectral level differences~averaged over
third-octave bands! that occur when various orders and com-
binations of edge diffraction are included in the computed
RIR. For ease of comparison, curves are linearly fitted be-
tween the average values. The circles~with heavy solid line!
correspond to average level differences between the total
computed RIR and the purely specular RIR~i.e., with-or-
without the total computed edge diffraction!. The diamonds
mark level differences with-and-without second-order dif-
fraction in the total computed RIR, and the asterisks~with

dashed line! correspond to level differences with-and-
without specular/diffractive combinations in the total com-
puted RIR.

For this geometry, level differences occur at relatively
low frequencies, where geometrical acoustics becomes in-
valid for the large bare surfaces. When the total edge diffrac-
tion is computed, third-octave-averaged level differences
~circles! of about 1–2 dB occur below about 160 Hz. For
input signals with significant low-frequency content, these
small coloration changes are still clearly audible, demon-
strated by listening tests below. Note, however, that realistic
cases could have more diffractive wedges of different scales,
which would result in greater diffraction effects, extending
higher in frequency.

Computing second-order diffraction corresponds to level
differences of about 0.5 dB at very low frequencies~here
below 30 Hz!. Thus second-order computations appear suf-
ficient and perhaps even unnecessary in nonshadowed posi-
tions here, although it can become more important, e.g., for
smaller reflecting surfaces~relative to wavelength!, and graz-
ing incidence/scattering angles. Finally, including specular/
diffractive combinations results in level differences of up to
2.5 dB within limited frequency ranges.

B. Initial subjective tests

In Fig. 8, level differences of only about 1–2 dB ap-
peared at low frequencies, for this conservative geometry
and nonshadowed source–receiver orientation. Nevertheless,
initial ABX listening tests below show that such small spec-
tral changes are clearly audible for various input signals.
Impulse responses with different diffraction orders and com-
ponents~i.e., the cases in Fig. 8! are convolved with the
following anechoic signals: pink noise,~synthesized! organ
music, male and female speech, and a unit impulse~i.e., the
bare impulse response, which one may note, emphasizes ef-
fects in higher-frequency bands!. The spectrograms for the
speech and organ music are shown in Fig. 9. The test taker

FIG. 8. Level differences, for third-octave bands, when various orders and
combinations of diffraction are included in the computed room impulse
response. The curves are linearly fitted through the average values~e.g.,
circles!. The circles~with heavy solid line! correspond to including the total
computed edge diffraction. Neglecting second-order diffraction corresponds
to level differences~diamonds, solid line! up to about 0.5 dB. Neglecting
specular/diffractive combinations can create level differences~asterisks,
dashed line! up to 2.5 dB in certain frequency ranges.

FIG. 9. Spectrograms of anechoic signals in the lower-frequency region
where edge diffraction has greatest effect. From top to bottom: female
speech, male speech, synthesized organ music. The vertical axes range from
0 to 350 Hz~left side, linear scale! and 0 to 50 dB~right side!.
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specifies whether a given sound ‘‘X’’ is the same as sound
‘‘ A’’ or ‘‘ B’’ where, for example, ‘‘A’’ is a sound sample
with diffraction and ‘‘B’’ is one without diffraction. More-
over, A-B pairs with-or-without the total computed diffrac-
tion address the question ‘‘Is the total diffraction audible?’’
for each input signal~Table I!. ~Such questions, of course,
are not posed to the test takers.! A significance level of 0.05
is utilized; thus for the 18 subjects, 13 correct answers of 18
~probability valuep50.03, binomial distribution! correspond
to the threshold of a significant audible difference. Cases
where 11–12 correct answers are given (p50.07– 0.12) are
only marginally significant and called ‘‘possibly audible’’
differences in Table I. Lower ratios are interpreted in Table I
to mean ‘‘no’’ proven audible difference. The double-blind
tests are conducted in a sound-isolated listening room and
completed by adults about 20–50 years old, intended to rep-
resent a broad sampling of listeners with no known hearing
problems. The subjects are trained with an example pair at
the beginning and are allowed to listen to each pair in the test
as many times as they need before evaluating it. To avoid
listener fatigue, the number of test cases is limited.

Results are shown in Table I, where parentheses contain
ratios of correct answers for different cases. It is somewhat
surprising that although the total computed diffraction in this
conservative case may have seemingly small effect on nu-
merical parameters~i.e., low-frequency changes of 1–2 dB!,
it is nevertheless significant for auralization, for certain input
signals. This suggests that conventional numerical param-
eters are not sufficient to describe the perceived field and that
important frequency ranges below the 125-Hz octave band
are neglected by room-acoustics quality criteria. Thus al-
though conventional Lambert-diffusion models may be use-
ful for better prediction of room acousticsparameters
~compared15 to purely specular modeling!, they may not suf-
fice for accurateauralization. The tests also show that dif-
fraction is audible even in illuminated positions~i.e., not
only in shadow zones! in a conservative geometry for which
one might otherwise suspect that edge diffraction is negli-
gible. ~The test listeners are not given audiograms, but an
expert ‘‘qualified’’ jury would presumably hear better, which
underscores the significance of the audible cases.!

Audibility depends, of course, on the characteristics of
the input signal; e.g., the low-frequency edge-diffraction ef-
fects are essentially inaudible for the speech signals, with
frequencies concentrated in higher regions, but clearer for

the impulse, pink noise, and organ, all with richer spectral
content at low frequencies. One may also recall that percep-
tion of level differences increases at lower frequencies,
where equal loudness contours are more compressed; thus, a
given low-frequency increase in decibels corresponds to a
proportionally greater increase in loudness level~phon!,
which emphasizes the importance of modeling edge-
diffraction components, which increase with wavelength.
Such low-frequency components are also important for the
perceived spaciousness and bass response of the hall.59 One
would expect even greater edge-diffraction effects, extending
higher in frequency, from smaller-scale surfaces distributed
throughout a realistic concert hall~e.g., with overhead reflec-
tors or irregular wall and ceiling profiles!, compared with the
stage-house’s relatively large, sterile walls.

Neglecting second-order diffraction for this source–
receiver orientation has apparently no audible effect, as indi-
cated by the frequency-response curves and listening tests.
Nevertheless, second-order diffraction may be audible for
shadowed receiver positions, long wavelengths~relative to
edge separation!, and grazing angles. Although specular/
diffractive combinations seem significant in the time- and
frequency-domain plots, they appear only marginally signifi-
cant in listening tests for the tested geometry and input sig-
nals. Their frequency effects are considerable but band-
limited, and the results also depend on the source–receiver
orientation. Further investigation is clearly necessary.

As the frequency responses correspond to a point re-
ceiver, the listening tests are monaural. Of course, a full
binaural implementation with head-related transfer functions
~HRTFs! is necessary for future subjective tests and is out-
lined in the following section. Nevertheless, the listening
tests here still reveal basic coloration effects for source–
receiver orientations that involve predominantly frontal
HRTF angles and are situated near the centerline, as in our
case. Moreover, this study provides some initial insight into
the perception of edge diffraction and how one could pro-
ceed with future subjective studies, as discussed with the
conclusions.

V. PROPOSED BINAURAL MODELING

In addition to computing the RIR, binaural simulation
requires the filtering of each transient component~e.g.,
whether reflection or edge diffraction! with the appropriate

TABLE I. ABX listening-test results~0.05 significance level! from convolving anechoic signals with stage-
house RIRs with various orders and components of edge diffraction. Note that comparisons using signals with
greater low-frequency content~e.g., impulse, organ, pink noise! were deemed more audible than others. The
questions are reformulations of the cases discussed in the text. The ratios in parentheses correspond to correct
identifications ofX. ~‘‘YES’’ corresponds to a significant audible difference, whereas ‘‘NO’’ actually only
means the null hypothesisA5B was not disproven.!

Input signal
Is the total diffraction

audible?
Is second-order

diffraction audible?
Are specular/diffractive
combinations audible?

Impulse YES~18/18! NO ~6/18! POSSIBLY ~11/18!
Organ YES~13/18! NO ~10/18! NO ~10/18!
Pink noise YES~13/18! ¯ ¯

Female voice NO~9/18! ¯ ¯

Male voice NO~7/18! ¯ ¯
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HRTF, in order to model the influence of the head-and-torso
scattering on the signals to the left and right ear.60 However,
a brute-force assignment of HRTFs for all of the edge
sources along each wedge would be computationally ineffi-
cient and presumably subjectively unnecessary, as HRTF
magnitude functions~as a rule of thumb! vary slowly over
5–10 deg increments.61 We thus propose below a practical
implementation for binaural simulation of edge diffraction,
based on its singular behavior along the least-time path for a
given source–wedge–receiver orientation. The method has
reasonable mathematical and psychoacoustical basis, and is
described to inspire further research in auralization and to
encourage the method’s practical application in at least
lower-resolution~e.g., fast ‘‘virtual-environment’’! binaural
simulations.

As shown in Fig. 2 of Ref. 21~see also Fig. 2 in Ref.
30!, the edge’s ‘‘least-time’’ point~or ‘‘apex’’ point! lies on
the shortest path from the sourceS to the receiverR via the
~infinite! wedge. If this point lies on the actual finite edge, its
contributed diffraction amplitude is theoretically singular.
This corresponds to the onset timet such that sinh@h(t)#50
in the denominator of Eq.~1! in Ref. 21~the diffraction IR!,
after which the amplitude drops and then decays with time
~or distance along the edge!. The time dependence is initially
aboutt21/2 @see Eqs.~4!–~6! in Ref. 22#. Thus the outer parts
of the edge contribute significantly less to the diffraction
~except possibly at very low frequencies!, as also observed in
measurements. Furthermore, the ‘‘law of the first wave
front’’ ~or the precedence effect! also dictates that the initial
~onset! arrival dominates the perceived localization. With
these considerations in mind, one could use the least-time
point on the wedge as a coordinate representing the entire
edge relative to the listener, and with this approximation
each wedge then requires only one HRTF, whose angle cor-
responds to the least-time point. If the least-time path for the
actual finite wedge does not correspond to that for its~‘‘vir-
tual’’ ! infinite counterpart, the ‘‘initial-incidence point’’~i.e.,
the endpoint that diffracts first from the finite wedge! could
still be used to determine the equivalent HRTF angle.

VI. CONCLUSIONS AND FUTURE WORK

This paper primarily explores the computation of tran-
sient edge-diffraction components, including specular/
diffractive combinations, in the early room impulse response.
Impulse measurements show that specular/diffractive combi-
nations constitute significant components of the total edge
diffraction. Moreover, although edge diffraction is often de-
scribed as the ‘‘bending’’ of sound around corners into
shadow zones, this study demonstrates its importance as a
specific type ofscattering into all regions ~i.e., including
nonshadow zones! surrounding a wedge. The accurate, time-
domain formulation of the BTM-based model allows direct
identification of edge diffraction in measured transient data
and is suitable for computing impulse responses for auraliza-
tion. ~Also, compared with frequency-domain models, the
method is more directly adaptable to programs based on
geometrical-acoustics.! For computing binaural impulse re-
sponses, one could use the least-time point on a wedge’s

apex as a coordinate representing the entire edge relative to
the listener. With this practical approximation, only one
HRTF per wedge is required.

Initial listening tests indicate that, although edge diffrac-
tion seems only weakly present~up to 2 dB at low frequen-
cies! for this conservative case, its inclusion is clearly au-
dible even in nonshadow zones, depending on the input
signal. It could become even more significant for geometries
with smaller surfaces and/or more wedges, and for modeling
the perceived spaciousness and bass response of the hall.
Thus although further subjective studies are necessary, this
indicates that edge diffraction should be modeled in room
simulations, although few~if any! auralization programs cur-
rently do this. Second-order diffraction appears negligible
for nonshadowed positions here but could become more im-
portant for long wavelengths~relative to edge separation!
and grazing angles.

Future work should include complementary geometries
with smaller-scale features~e.g., stage reflectors, profiled
walls/ceilings! and shadowed source–receiver combinations
~e.g., opera pits!. One could also judge the mathematical
model’s practical range of validity for finite-impedance
wedges and investigate how such surfaces could be modeled.
Future psychoacoustical studies should determine the subjec-
tive effects of reverberation and binaural implementation.
One could vary parameters such as reverberation time,
wedge-scale/distribution~in room!/packing-density, receiver
position ~e.g., across different zones!, input signal, among
other factors. From such studies, one may determine when
various edge-diffraction components are audible in auraliza-
tion and perhaps discern where simplified computations may
be employed.
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Rioux, Portia and John Maisano-Torres, Prances Torres, and
all participants in the listening tests. The authors are particu-
larly grateful to Herman Medwin and Asbjørn Krokstad for
constructive critique and encouragement. The program
CATT-Acoustic was used to compute specular reflections
and to post-process signals for auralization. Preliminary re-
sults were presented in conference proceedings~Refs. 62, 63!
of the ICA/ASA in 1998 and of the EAA in 2000.

1M. Kleiner, B.-I. Dalenba¨ck, and P. Svensson, ‘‘Auralization-an over-
view,’’ J. Audio Eng. Soc.41, 861–875~1993!.

2H. Kuttruff, ‘‘Auralization of impulse responses modeled on the basis of
ray-tracing results,’’ J. Audio Eng. Soc.41, 876–880~1993!.

3J. Borish, ‘‘Extension of the image model to arbitrary polyhedra,’’ J.
Acoust. Soc. Am.75, 1827–1836~1984!.

4A. Krokstad, S. Strøm, and S. Sørsdal, ‘‘Calculating the acoustical room
response by the use of a ray-tracing technique,’’ J. Sound Vib.8, 118–125
~1968!.
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moduli are estimated from an inversion code that minimizes the difference between the data and the
predictions from a finite element model in which the elastic moduli are the adjustable parameters.
The technique is first used to measure the dynamic properties of homogeneous samples and the
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I. INTRODUCTION

Several methods and instruments have been devised for
the measurement of the dynamic mechanical properties of
viscoelastic materials as summarized in a comprehensive re-
port by Capps.1 Some of the most common measurement
techniques are the rod resonance apparatus of Madigosky
and Lee2,3 which was adopted as an ANSI standard,4 the
mass loaded method,5 and the cantilever beam technique6 or
Dynamic Mechanical Thermal Analyzer~DMTA !, which is
commercially available.7 In the resonant apparatus of Madi-
gosky and Lee, a longitudinal wave is transmitted down a
rod of material with accelerometers attached at both ends.
The complex Young’s modulus is calculated at specific fre-
quencies from the phase interference of the extensional
waves in the rod. The technique works well throughout the
audio-range, but it is limited to one-dimensional sample ge-
ometry, a discrete set of frequencies, and it measures only
the Young’s modulus. In the mass loaded method,5 the test
specimen is loaded with a mass and excited by a shaker. An
impedance head measures the force and acceleration from
which the complex Young’s modulus can be obtained. In the
DMTA apparatus,7 the samples are very small~less than a
few square centimeters!, two-dimensional, clamped elements
excited at very low frequencies~usually at a few hertz! inside
a small temperature-controlled chamber. This indirect
method relies on the time–temperature superposition
principle8 and the subsequent shift factors required to con-
struct a master curve over a broad frequency range from
measurements taken at multiple temperatures. Some inverse
techniques have been developed for the case of samples sub-
merged in large water tanks. For instance, transmission and
reflection of sound incident at oblique incidence on flat pan-
els can be used to deduce material properties although at low

frequencies diffraction by the edges of the sample can cause
serious errors. Piquette9 has used perfectly spherical elasto-
meric targets to compute the bulk modulus by minimizing
the difference between the measured scattering coefficients
and those predicted analytically. Although it is a truly non-
contact technique, it is restricted to the case where the bulk
modulus is greater than the shear modulus, which may not be
the case for some materials.

The techniques just mentioned have some limitations
and there is a need to develop an independent method, ca-
pable of measuring two moduli on a three-dimensional
sample. In an earlier paper, Williset al.10 proposed a new
technique based on a combination of laser-based imaging of
the surface vibrations of a three-dimensional sample and an
optimization scheme involving finite element modeling of
the sample. The method consists in measuring by laser vi-
brometry the dynamic response of a sample excited by a
shaker, and matching the data with predictions from a finite
element code in which the complex elastic moduli are the
adjustable parameters. In principle, this inverse technique en-
ables the determination of two complex moduli on the same
sample from one set of measurements. Results were
obtained10 with viscoelastic samples containing microinclu-
sions, in the low kilohertz frequency range, at ambient pres-
sure and temperature. The presence of microinclusions in the
sample enables the conversion of compressional strain en-
ergy into shear energy, which significantly increases losses
in the longitudinal mode through dissipation into heat.11

There is a very large body of literature concerning models
predicting the behavior of viscoelastic materials with various
types of inclusions that are much smaller than a wavelength.
One of the earliest models is Kerner’s quasistatic, effective
medium theory.12 Many researchers have proposed self-
consistent, effective medium theories,13–21 including some
multiple scattering theories.22,23 However, the laser-based fi-
nite element model~FEM! method introduced in Ref. 10,
which is expanded in this paper, does not attempt to model
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the micromechanics of the scattering problem inside the
voided material. Instead, the sample is modeled in a func-
tional manner as an effective medium that is globally homo-
geneous and isotropic, with effective material properties. The
objective of this paper is first to test the validity of the laser-
based FEM technique using well-characterized homogeneous
samples, and second to present results obtained with micro-
voided samples in the 0.5–3 kHz frequency range, at tem-
peratures ranging from 7 to 40 °C, and static pressures rang-
ing from ambient to 34 atm~3.45 MPa or 500 psi!. The
procedure is described in Sec. II. The calibrations are pre-
sented in Sec. III. The results obtained with microvoided
samples are shown and discussed in Sec. IV.

II. PROCEDURE

A. Experimental arrangement

A block diagram of the system, shown in Fig. 1, illus-
trates the sample excitation system, the pressure or tempera-
ture controlled chamber, the laser interferometric measure-
ment instrumentation, the data acquisition, and the numerical
steps necessary to obtain the elastic moduli of the material.
Figure 2 shows the excitation system inside the pressure
chamber. A sample, generally on the order of 25350
375 mm in size, is bonded on one side to an aluminum base
driven harmonically by a 25.4325.4325.4 mm PZT stack
~custom made by Sensor Technology!. The stack is bonded
to a massive steel base inside the chamber with a thin layer
of uncured butyl rubber. An isolation pad is inserted between
the steel base and the lower end-cap of the chamber. The
chamber is constructed from a section of stainless steel pipe
with inner diameter of 69.9 mm and a wall thickness of 20.3
mm. The inside of the chamber is 203 mm in height. The
bottom of the chamber is a 15.9-mm-thick stainless steel
end-cap that is welded to the pipe. The top of the chamber is
fitted with a flange. At the top of the chamber, a 19.1-mm-
thick glass end-cap with an O ring and a rubber gasket is
inserted between the flange and the outer stainless steel ring
bolted to the flange. The sample is bonded to the baseplate
with either a cyanoacrylate adhesive or a thin layer~0.6 mm!
of uncured butyl rubber. The cyanoacrylate adhesive is used
for the samples whose volume does not change during the
experiment. The butyl rubber bond is used to reduce lateral
strains at the base of samples that shrink substantially at high

static pressures. In that case, the sample is allowed to creep
for several hours until it reaches its final dimensions. The
temperature of the chamber is controlled within 0.5 °C by
partially submerging it in a regulated water bath. The tem-
perature of the experiment is monitored with a thermistor
placed inside the chamber. Experiments have been con-
ducted in the 7–40 °C temperature range, 0–500 psi~0–34
atm! pressure range, and 300 Hz–5 kHz frequency range. At
higher frequencies, the motion of the base plate is not that of
a uniform piston as modeled in the finite element code.

The laser vibrometers used for measuring the surface
velocity of the sample utilize 10 mW He–Ne lasers in a
heterodyne setup similar to those described in a previous
paper.10 The actual probe head is located outside the cham-
ber and the laser beams pass through the transparent glass at
the top of the chamber. Although only an out-of-plane probe

FIG. 1. Block diagram of the experiment.

FIG. 2. Sample and base excitation inside the chamber.
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is used for measurements inside the chamber, an in-plane
probe has been constructed as well for use with the ambient
measurements. In order to obtain measurements on the side
of the sample inside the chamber, a small mirror consisting
of a piece of mylar is attached to the side of the chamber
using a magnet. The laser beam passes through the glass
window at the top of the chamber and propagates downward
between the wall of the chamber and the sample until it hits
the small mirror. It is deflected toward the sample to measure
the normal component of the surface velocity on the side of
the sample. The experiment is automated via a general pur-
pose interface bus~GPIB! to a computer runningLABVIEW .
A lock-in amplifier~Stanford Research Systems SR830! with
an internal signal generator is controlled byLABVIEW to step
through a range of frequencies with a fixed increment. The
signal is fed through a power amplifier~Crown D-150A Se-
ries II! which drives the PZT stack. The typical peak ampli-
tude of the pistonlike motion of the base is on the order of 50
nm. The demodulated signal from the vibrometer, which is
the instantaneous surface velocity of the sample, is analyzed
by a lock-in amplifier to resolve its real and imaginary parts
using the internal signal generator as a phase reference. The
data are then exported through the GPIB interface to the
computer. After the experiment, the data are processed using
MATLAB to reference the amplitude and phase of the mea-
sured signals to that of the base motion. Finally, the data are
imported into a FORTRAN inversion code to determine the
complex elastic moduli of the material sample.

B. Finite element model and numerical inversion

At each frequency, the elastic moduli are determined
from an inversion code that minimizes the difference be-
tween the data~real and imaginary parts of the surface ve-
locity! and the predictions obtained from a finite element
model ~FEM! in which the elastic moduli are the adjustable
parameters. The inversion code searches for the values ofE
andG that minimize the sum of the residuals at allN mea-
surement points, each residual being the squared differences
between the measured and predicted surface velocities~real
part and imaginary part! referenced to the base motion. Best
results were obtained with absolute differences. Indeed, if the
residuals of the real and imaginary parts are expressed as
relative residuals of the form@(XFEM2Xdata)/XFEM#2

1@(YFEM2Ydata)/YFEM#2, whereX stands for the real part
andY for the imaginary part, errors can be greatly magnified
if the imaginary part is very small. In many situations of
practical interest, the losses in the material are sufficiently
high that it is best to use absolute differences in the residuals.
Two standard optimization techniques are used: the downhill
simplex method or Powell’s method.24 An option in the op-
timization is to add the constraint that, in the small frequency
range of interest, the moduli must increase linearly with fre-
quency. This constraint artificially smoothes the frequency
dependence of the results. Each evaluation requires only
function evaluations, not derivatives. At a given frequency,
the optimization typically takes 5 min with the 450 MHz
processor. In most of the results presented in this paper, the
FEM code defines 275 nodes and 36 quadratic elements for
the quarter symmetry of the sample: 6 elements along the

height, 3 along the half-length, and 2 along the half-width.
The base motion is assumed to be uniform and all other
surfaces of the sample are modeled as free surfaces. The
material is assumed to be globally homogeneous and isotro-
pic, so that its dynamic response is fully described by only
two complex moduli~e.g., the Lame´ constantsl and m, or
the complex Young and shear moduli,E andG!. Departure
from these conditions in the experiment may cause the inver-
sion code not to converge or to converge toward erroneous
values of the moduli. A single FEM evaluation of the surface
dynamics at all the nodes takes about 1 s on a 450 MHz
Pentium processor. For our given application, no substantial
computational savings were gained by using higher order
finite element techniques. Finite difference techniques were
found to be computationally expensive compared with the
FEM approach. Also, evaluation of the surface dynamics
based on the analytical model of a rectangular brick25 was
found to be numerically less efficient than the FEM tech-
nique. In addition, it restricts the sample shape to a rectan-
gular geometry whereas the FEM does not.

The optimization requires initial guesses of the moduli
to start the search. It is recommended to start at a frequency
that corresponds to the first or second mode of the sample,
defined as the first or second peak in velocity amplitude~nor-
malized to that of the base! measured at the top of the
sample. At that frequency, the result of the inversion is not
sensitive to the choice of the initial guesses as long as they
are within the correct order of magnitude. The result of the
inversion at a given frequencyf is then used as the initial
guess for the next frequencyf 1D f . Typically, a frequency
incrementD f 525 Hz is used. If the material properties are
known ~properties of the polymer, void fraction!, initial
guesses can also be obtained from Kerner’s model.12 If the
material is completely unknown, static tests could be per-
formed to find the order of magnitude of the moduli.

C. Selection of the moduli

In principle, the optimization can be implemented to
search for any combination of two complex material param-
eters: Young, shear, bulk, plane-wave moduli~or corre-
sponding sound speeds!, or Poisson’s ratio. However, the
surface topography26 of the objective function in the param-
eter space is critical to achieving robust results in the inver-
sion code. For instance, it is in general difficult to get a
reliable value of Poisson’s ratio. Indeed, the topography of
objective function using Poisson’s ratio as one of the param-
eters is flat and sensitive to noise in the data. Similarly, in
most cases it is difficult to get robust inversion of the bulk
modulus. It turns out that the objective function is such that
the best results are obtained with the complex Young and
shear moduli,E andG.

As discussed in Ref. 10, it is reasonable to assume that,
in the frequency range of interest, the Poisson ratio is real
and independent of frequency. This assumption has been
validated with some experiments1,27 that revealed that the
imaginary part of the Poisson ratio of elastomers is less than
1% of its real part. Physically, it means that, in the voided
samples under consideration, all the losses are due to the
conversion of dilatational energy to shear energy at the
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boundaries of the inclusions, with a corresponding dissipa-
tion into heat in the polymer.11 This assumption also implies
that the loss factors,h, of E, G, K, l, and m are the same
since the complex moduli are related by the well-known ex-
pressions E5G/2(11n), K5E/3(122n), G5m, l
53Kn/(11n), K52/3G(11n)/(122n). The assumption
of a real-valued Poisson ratio is also consistent with Kerner’s
model since, in this model, the Poisson ratio can be directly
expressed as a real-valued function of the void fraction of the
material, as indicated by Eqs.~7! and ~9! of Ref. 10. Based
on the above-mentioned arguments, it follows that any dif-
ferences in the loss factors of the elastic moduli can be used
to determine indirectly the imaginary part of Poisson’s ratio.
It should be noted that a small imaginary part of the Poisson
ratio may have a very significant effect on the ratio of the
shear to bulk loss factors. However, in this paper, the Pois-
son ratio is assumed to be real so that the optimization rou-
tine is reduced to a three-dimensional search for the global
minimum, in E8, G8, and h, whereE5E8(11 ih) and G
5G8(11 ih).

If the proposed method enables the determination ofE
andG for globally homogeneous and isotropic samples, it is
not, in general, capable of giving reliable estimates of the
bulk modulus,K, or the plane wave modulusM, from E and
G, using the standard equations:

K5
EG

3~3G2E!
5

E

3~122n!
,

~1!

M5GS 4G2E

3G2ED5
E~12n!

~11n!~122n!

unless the Poisson ratio,n, is known or determined precisely.
For most materials of interest, the Poisson ratio is between
0.4 and 0.5, so that the quantity (122n) in the denominators
of Eq. ~1! ranges from 0 to 0.2. Sincen5(E/2G)21, small
errors inE and G are considerably magnified in the calcu-
lated values ofK and M based on Eq.~1!. Therefore, the

proposed inversion technique is in general better suited for
the determination of the Young and shear moduli.

III. CALIBRATIONS

The technique was validated with homogeneous samples
machined from a translucent block of material. A rectangular
block of dimensions 30.40351.64381.13 mm~density 1077
kg/m3! was machined for the laser-based/FEM experiment.
A rectangular rod~7.2 cm long and 0.6 cm by 0.6 cm in
cross section! from the same block of material was used to
provide comparative data from the standard resonant rod
technique of Madigosky and Lee.3 In the laser-based/FEM
experiment, the surface velocities~amplitude and phase!
were measured with the vibrometer at four points—three
points at the top of the sample and one point on its side. The
base velocity~amplitude and phase! was also measured for
reference. The results of the inversion code are shown in Fig.
3. For brevity, only the Young modulus is shown. The fre-
quency dependence is relatively smooth, with a slight posi-
tive slope in frequency for both the real part and the loss
factor, which is to be expected in this frequency range. As
expected for these homogeneous polyurethanes, the Poisson
ratio is between 0.49 and 0.5. The inversion code converges
at all frequencies~taken in 25 Hz steps! throughout the fre-
quency range.

For comparison, the Young’s modulus of the sample
was determined from the resonant technique3 with a 7.2-cm-
long rod excited at one end by a shaker. Instead of using
accelerometers at both ends, the complex velocities at both
ends of the samples were measured directly with a vibrome-
ter ~Polytec PSV-200!. The absence of mass loading consid-
erably simplifies the equations used to obtain the complex
Young’s modulus and makes the experiment less susceptible
to spurious flexural waves in the sample. IfU0 denotes the
complex velocity of the excitation andU denotes the com-
plex velocity of the free end, the ratio ofU0 /U is cos(kL),
wherek5(rv2/E)1/2 is the complex extensional wave num-

FIG. 3. Young’s modulus and loss factor of a homoge-
neous polyurethane measured by the laser-based/
numerical method@T523 °C andP50 psi ~gauge!#.
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ber. Once the complex ratioU0 /U is determined from am-
plitude and phase measurements at both ends of the rod, the
complex Young’s modulusE is found using a two-
dimensional Newton–Raphson technique. At 23 °C, the first
resonance was observed at 663 Hz. At that frequency, the
real part of Young’s modulus was 40 MPa and the loss factor
was 0.45. To test the validity of the FEM code and the op-
timization routine discussed in Sec. II B, the data obtained
with the rod were also used to compute the complex Young’s
modulus with the FEM code and the inversion routine. The
results are shown in Table I. The computations were made
with 12 quadratic elements, i.e., 152 nodes. As expected,
there is good agreement between the FEM approach and the
Newton–Raphson inversion. The results can then be com-
pared with those obtained with the three-dimensional block
of the same material. Several factors may explain the differ-
ences seen in Table I. First, the experiment with the resonant
rod was not performed in a temperature-controlled chamber.
It was performed in an open environment where the ambient
temperature was maintained at 23 °C within about 1 °C by a
portable heater.~The ambient temperature without the heater
was 17 °C!. It turns out that the dynamic Young’s modulus
for this material is extremely sensitive to temperature in the
frequency range under investigation.~For instance, at 17 °C,
the Young’s modulus was about 60 MPa!. It should also be
pointed out that because the rod was made from the block of
material, its length was limited to about 7.2 cm. Due to
manufacturing difficulties encountered with this soft mate-

rial, the cross section was only 0.6 cm by 0.6 cm, and not
perfectly constant along the sample length, so that the as-
sumption of a thin rod is questionable in the experiment.
Another possible explanation for the discrepancy is that the
experiment with the block preceded the experiment with the
rod by six months and it is possible that some aging may
have occurred in the sample. Within experimental errors, it
appears that the Young’s moduli are comparable when mea-
sured by the laser-based/FEM technique or the resonant rod
method.

Another way to analyze the results obtained with the
laser-based/FEM method is to plot the real part of Young’s
modulus as a function of the real part of the shear modulus.
Figure 4 shows such a plot for the case of ambient condi-
tions. The slopeE/G is 3 which, as expected, corresponds to
a Poisson ratio of 0.5. The linearity of the slopeE/G is a
good indicator of the quality of the data and it confirms that
the Poisson ratio is independent of frequency in the range
under consideration. The experiment was repeated at static
pressures ranging from 0 to 300 psi and the results of the
inversion code are shown in Fig. 5.28 The dependence on
static pressure, albeit very small, shows the right trend in the
data, with a small increase in stiffness at higher pressure
which can be expected in these samples without inclusions.
The sudden jump in Young’s modulus at 950 Hz is unphysi-
cal and represents a bad data point.

The method was also tested on a block of Lucite™ with
dimensions 305.3 mm3204.5 mm324.8 mm. The density

TABLE I. Comparison of Young’s modulus and loss factor of a homogeneous sample by the resonant rod
technique@one-dimensional~1D!# and the block@three-dimensional~3D!# laser-based/FEM technique.

Resonant rod~1D!
Newton–Raphson

Resonant rod~1D!
FEM1inversion code

Block ~3D!
FEM1inversion code

Young’s modulus
E ~MPa!

39.9 38.9 34.1

Loss factorh 0.45 0.47 0.48

FIG. 4. Young’s modulus~real part! versus shear
modulus ~real part!, at P50 psi ~gauge!, and T
523 °C, for the homogeneous sample The slope of
E/G is 3, which corresponds to a Poisson ratio of 0.5.
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was 1188 kg/m3. The height requirement was dictated by the
high value of the elastic moduli and the corresponding sound
speed in Lucite, which results in long wavelengths. Due to
the size of the sample, this particular experiment was con-
ducted with the five-probe vibrometer system that incorpo-
rates a Ling Dynamics Systems 556 shaker, as described in
Ref. 10. The surface velocity was measured at several loca-
tions on the sample between 1000 and 2500 Hz. Below 1000
Hz, the wavelengths are so large that the block starts to be-
have like a rigid body and, as expected, the inversion code
has poor convergence. The results of the inversion code in-
dicate that the real part of Young’s modulus isE8
54.8 GPa, the loss factor ish50.05, and the Poisson ratio is
n50.33, (G851.8 GPa), with no discernable frequency de-
pendence in that frequency range. By comparison, results
obtained by Lagakoset al.29 with a resonant technique using

accelerometers at both ends of a cylindrical rod loaded with
a mass on the top indicate that the Young’s modulus of Lu-
cite can be approximated byE850.509 log10 f 13.790,
which corresponds toE855.3 GPa at 1 kHz andE8
55.5 GPa at 2.5 kHz, with very small losses in that fre-
quency range. These values ofE8 are within 11% of the
results obtained with the laser-based method.

IV. RESULTS WITH SAMPLES CONTAINING
MICROINCLUSIONS

A. Sample shape

First, a rectangular block 76.2 mm351 mm331 mm~re-
ferred to as sample 1! was used. The measured density was
570 kg/m3. The result of the inversion code is shown in Fig.
6. For brevity, results obtained with the shear modulus are

FIG. 5. Young’s modulus and loss factor of a homoge-
neous polyurethane measured by the laser-based/
numerical method (T523 °C) atP50, 100, 200, and
300 psi~gauge!.

FIG. 6. Young’s modulus and loss factor of a voided
sample~sample 1! of rectangular shape, measured at
ambient conditions (P51 atm, T523 °C!. The error
bars indicate the variance of the estimates. The conver-
gence is poor between the first and second modes.
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not included. The error bars were obtained30 by computing
the variance–covariance matrix of the parameter estimates31

as explained in the Appendix. Large error bars indicate that
the inversion routine is insensitive to material properties.
Clearly, the inversion code does not converge well in the
900–1500 Hz frequency range. A careful analysis of the
measured complex velocities reveals that, in that frequency
range, all the measured surface velocities are approximately
either in phase or out of phase with the base velocity because
this frequency band falls just between the first two longitu-
dinal modes of the block sample. This frequency band is
referred to as the ‘‘dead zone.’’ Despite reliable surface ve-
locity data at each point, the inversion code leads to unreli-
able estimates between modes. Buchanan32 has investigated
this limitation in detail for the case of a one-dimensional
sample and concluded that little could be done about it. If
data are needed in that particular frequency range, it is nec-
essary to repeat the experiment with a sample of different
height. For lossy materials, such as the polyurethane used for
the calibrations~Sec. III!, the frequency dependence of the
phase is such that the ‘‘dead zone’’ is rather small. Indeed,
good convergence was observed with the calibrated samples.

In order to reduce the frequency range where the inver-
sion code does not converge well, a second experiment was
done with a ‘‘U-shaped’’ sample~referred to as sample 2!.
The sample was milled from a block the same size as sample
1, with a notch 1/3 of the width and 1/3 of the height cut out
of the top through the thickness, giving the appearance of a
‘‘U.’’ The result was to increase the modal density between
the first and second longitudinal modes so as to improve the
convergence of the inversion code. The results of the inver-
sion code~Young’s modulus and loss factor! are plotted in
Fig. 7. Again, for brevity, results obtained with the shear
modulus are not included. Reasonably good convergence is
observed throughout the frequency range with the U-shaped
sample~sample 2! for both the Young and shear moduli.

To give a qualitative representation of the combined
measurement repeatability and sample to sample variability,
experiments were conducted with two other rectangular

blocks of the same material and same cross section as with
samples 1 and 2 but with different lengths. The lengths were
62.6 mm~sample 3! and 70.0 mm~sample 4!, respectively.
The dynamic Young’s moduli and loss factors of all four
samples are shown in Fig. 8. As discussed earlier, poor con-
vergence is observed with the rectangular samples~samples
1, 3, and 4! between the first and second modes. Outside this
frequency range, the measurement repeatability is acceptable
considering the inherent sample to sample variability of
these voided materials.

B. Temperature dependence

The U-shaped sample~sample 2! was used to obtain data
at 7, 15, 21, and 40 °C. The results of the inversion code are
shown in Fig. 9. Clearly, the material is lossier and stiffer at
lower temperature. This condition occurs when the material
is above the glass transition temperature.8 Therefore, this
material is on the rubbery side of the glass transition. Results
for the shear modulus show similar trends. Note the rather
dramatic increase in the loss factor~by a factor of 3! when
the temperature drops from 40 to 7 °C. As expected with the
U shape, there is not significant ‘‘dead zone’’ and the code
converges well at all frequencies. The small oscillations that
can be observed for the frequency dependence ofE andh are
not physical and they are mostly due to a combination of
numerical and experimental errors.

C. Static pressure dependence

Due to the large amount of voided space inside the ma-
terial, the dimensions of the samples change considerably
when the static pressure is applied. The sample volume de-
creases more than 35% at 34 atm@500 psi ~gauge!#. The
volumetric data are obtained by measuring the change in
thickness of the sample by placing a laser spot on one edge
of the top face and moving it across the thickness with a
micrometer lead screw to the other edge. This measurement
is accurate to about 125mm. The sample volume is found by
assuming that the dimensions of the macroscopically homo-

FIG. 7. Young’s modulus and loss factor of a voided
sample~sample 2! of U shape, measured at ambient
conditions (P51 atm, T523 °C!.
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geneous and isotropic sample change proportionately. These
changes in volume and density are quite significant and must
be included in the finite element model used in the inversion
process. In light of the large change in the dimensions of the
sample under pressure, it is clear that a rigid bond between
the sample and baseplate would result in large lateral re-
sidual stresses in the bottom section of the sample. It is
therefore necessary to replace the cyanoacrylate bond with
one that will allow some degree of creep thereby relieving
the residual stresses over time. The best results were ob-
tained with a thin layer~0.66 mm! of uncured butyl rubber
inserted between the sample and the aluminum base. The
experiments were performed at room temperature by increas-
ing the pressure in 100 psi increments~about 6.8 atm or 0.68
MPa increments! starting at 0 psi~gauge! and ending at 500
psi ~gauge! ~34 atm!. The sample was allowed to stabilize
over 8 h ormore at each new pressure before taking mea-

surements. A pressure cycle is defined as the increase from
the lower to the higher pressure, maintaining the higher pres-
sure for several hours, and the decompression to ambient
pressure. No measurements were taken during the decom-
pression phase of the cycle because air bubbles tended to
form within the butyl rubber layer creating the possibility of
introducing some unpredictable asymmetry in the motion of
the sample.

The results obtained with the U-shape sample~sample 2!
showed very poor convergence of the moduli. Under static
pressure, the sample was seen to deform nonuniformly, es-
pecially at the top, thus indicating that the finite element
model was inadequate for this experiment. Therefore, the
rectangular block~sample 1! was used instead and the inver-
sion did not converge well at all frequencies~‘‘dead zone’’!.
Data points are not plotted in the region of poor conver-
gence. The inversion results obtained with data taken during

FIG. 8. Measurement repeatability and sample to
sample variablity. Young’s modulus and loss factors of
several voided samples of different shape and aspect
ratios.

FIG. 9. Temperature dependence of the voided mate-
rial. Sample 2~U shape!. Young’s modulus and loss
factor at 7, 15, 21, and 40 °C.
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the second pressure cycle are shown in Fig. 10. The fre-
quency dependence of the moduli is not smooth indicating a
limitation of the proposed technique. Nevertheless, the re-
sults show two interesting trends. First, within experimental
errors, the loss factor does not change significantly with
static pressure. Second, the Young’s modulus initially de-
creases as the pressure is increased. After reaching a mini-
mum, the Young modulus increases again as the static pres-
sure increases. Figure 11 displays the Young’s modulus at
three frequencies, 550, 1700, and 2350 Hz, as a function of
pressure to show this trend more clearly. The stiffness first
decreases, reaching a minimum somewhere between 100 and
200 psi~gauge!, and then starts to increase, approaching its
original value at 500 psi~gauge!. The most probable expla-
nation is the collapse of the glass shells encasing the voids.
Using a simple model of the material ignoring the glass
shells, such as in Gaunaurd,33 one would expect the Young’s

modulus to increase gradually with pressure as the voids are
compressed and the void content decreases. However, the
glass shells appear to introduce another mechanism into the
behavior of the material as it is compressed. At low pressures
the shells prevent the voids from collapsing until a critical
pressure is reached. Here the void content may be increasing
due to compression of the rubber matrix. It is not until after
this critical pressure is exceeded that the void content of the
material starts to decrease and the properties of the matrix
material begin to take on more dominance.

The frequency dependence of the Young and shear
moduli as a function of pressure is not smooth. Several fac-
tors may contribute to this limitation of the technique. A
probable explanation is that the samples are not as isotropic
and homogeneous as desired. Indeed, at high static pressures,
the sample was seen to deform nonuniformly, especially at
the top, clearly revealing the presence of anisotropy. These

FIG. 10. Pressure dependence of the voided material.
Sample 1~rectangular shape!. Young’s modulus and
loss factor at several static pressures:P50, 100, 200,
300, 400, 500 psi~gauge!.

FIG. 11. Young’s modulus as a function of pressure for
three frequencies: 550, 1700, and 2350 Hz.
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deformations could cause the baseplate and the sample to
wobble. In one case, the top corner of the sample actually
split open almost as if delaminating, indicating that the
sample may have been cured in stages. Another source of
error is the poorly defined boundary condition between the
sample and the baseplate through the thin layer of butyl rub-
ber. In addition, the baseplate itself may cause some shield-
ing against the static pressure and cause some deformation
localized at the base of the sample. Whether it is the sample
or the measurement technique or a combination of the two, it
is clear that with soft materials at high static pressure, the
proposed method has its own limitations.

V. CONCLUSIONS

The Young and shear dynamic moduli of viscoelastic
materials have been determined from laser vibrometric mea-
surements of the surface motion of a three-dimensional
sample excited by a piezoelectric actuator inside a chamber
with controllable temperature and static pressure. The
moduli were estimated from an inversion code that mini-
mizes the difference between the data and the predictions
from a finite element model in which the elastic moduli are
the adjustable parameters. The results were compared with
those obtained from the resonant rod technique using well-
characterized homogeneous samples. The Young’s modulus
of Lucite was also determined using the laser-based/FEM
technique and, within experimental errors, the results com-
pared well with published values. Results were then obtained
with microvoided samples in the 0.5–3 kHz frequency range,
at temperatures ranging from 7 to 40 °C, and static pressures
ranging from ambient to 34 atm~3.45 MPa or 500 psi!. It
was found that, with rectangular samples, the inversion code
does not converge well in a frequency range between the first
and second longitudinal modes of the sample. This effect is
considerably reduced by using a sample with a U shape, or
with lossy samples. The temperature dependence of the
moduli is quite strong. In particular, the loss factor was
found to increase by a factor of 3 if the temperature de-
creased from 40 to 7 °C. The dependence of the loss factor
on static pressure, however, was small and below the mea-
surement accuracy of our system in the range 0–34 atm
@0–500 psi~gauge!#. The real parts of the Young and shear
moduli decreased by about 30% when the static pressure was
increased from 0 to about 6.8 to 13.6 atm@100–200 psi
~gauge!#, and then increased again so that, at 34 atm@500 psi
~gauge!#, they were slightly below their values at ambient
conditions. When pressurized, the samples not only shrunk
considerably but also deformed nonuniformly revealing the
presence of anisotropy in the samples. Under those circum-
stances, better results were obtained with the rectangular
block than with the U-shape sample. The measured fre-
quency dependence of the moduli at high static pressure is
not smooth, indicating that the inversion code did not con-
verge in a robust manner throughout the frequency range of
interest. Whether it is the sample itself or the measurement
technique or a combination of the two, it is clear that the
technique does not work very well with soft materials at high
static pressure. Despite its limitations, the laser-based tech-
nique enables in many cases of practical interest the direct,

simultaneous determination of the Young and shear moduli
as a function of frequency, temperature, and, to some extent,
pressure, without the need for time-temperature shifts, on
three-dimensional samples.
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APPENDIX: NUMERICAL ESTIMATE OF THE
VARIANCE

Let Vk (k51,N) be complex surface velocities (N59
surface points in our case!, u j ( j 51,...,M ) be the elastic
moduli of material to be determined (M53 in our case:
Young’s modulus, loss factor, shear modulus!. DefineVdata,k

as the measured surface velocity andVFEM,k5 f k( û j ) as the
surface velocity computed with the FEM code whereû j are
the values of the moduli estimated by the inversion proce-
dure. Also defineu j* as the exact values of the moduli~un-
knowns!. Let

Vdata,k2VFEM,k5«k , û j2u j* 5« j8 , ~A1!

where «k is the error which combines measurement error,
theoretical model error, and error due to the difference« j8
between the exact and estimated values of the moduli. It
follows that, to first order in« j8 ,

«k5
] f k~ û j !

]u j
« j8 . ~A2!

The sensitivity matrix,X, is therefore defined as theN by M
matrix

X5F ] f 1~ û !

]u1

¯

] f 1~ û !

]uM

¯ ¯ ¯

] f N~ û !

]u1

¯

] f N~ û !

]uM

G . ~A3!

It can be shown that, in general, the variance–covariance
matrix of the estimates is32

Var5@X8X#21s2, ~A4!

where, if the model is appropriate, we can expresss2 in
terms of the sum of the residuals«k from

s25
1

N2M (
k51

N

«k
2 ~A5!

provided thanN@M . The estimates can be regarded as a
normal distribution (N0) with variance Var, centered around
u* ,

û>N0@u* ,s2~X8X!21#. ~A6!
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This paper tests key predictions of the ‘‘two-mechanism model’’ for the generation of
distortion-product otoacoustic emissions~DPOAEs!. The two-mechanism model asserts that
lower-sideband DPOAEs constitute a mixture of emissions arising not simply from two distinct
cochlear locations~as is now well established! but, more importantly, by two fundamentally
different mechanisms: nonlinear distortion induced by the traveling wave and linear coherent
reflection off pre-existing micromechanical impedance perturbations. The model predicts that~1!
DPOAEs evoked by frequency-scaled stimuli~e.g., at fixedf 2 / f 1! can be unmixed into putative
distortion- and reflection-source components with the frequency dependence of their phases
consistent with the presumed mechanisms of generation;~2! The putative reflection-source
component of the total DPOAE closely matches the reflection-source emission~e.g., low level
stimulus-frequency emission! measured at the same frequency under similar conditions. These
predictions were tested by unmixing DPOAEs into components using two completely different
methods:~a! selective suppression of the putative reflection source using a third tone near the
distortion-product frequency and~b! spectral smoothing~or, equivalently, time-domain windowing!.
Although the two methods unmix in very different ways, they yield similar DPOAE components.
The properties of the two DPOAE components are consistent with the predictions of the

two-mechanism model. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1334597#

PACS numbers: 43.64.Bt, 43.64.Jb, 43.64.Yp@BLM #

I. INTRODUCTION

Mammalian otoacoustic emissions~OAEs! have gener-
ally been regarded as originating through nonlinear electro-
mechanical distortion~e.g., Kemp, 1978, 1997, 1998; Probst
et al., 1991; Allen and Neely, 1992; Allen and Lonsbury-
Martin, 1993; Patuzzi, 1996!. Shera and Guinan~1999!,
however, argue that OAEs arise by at least two fundamen-
tally different mechanisms within the cochlea. These differ-
ences in mechanism, they suggest, can profitably be used to
define an ‘‘OAE family tree.’’ The mechanism-based tax-
onomy groups emissions into two basic types: distortion-
source emissions, which arise by nonlinear distortion in-
duced by the traveling wave, and reflection-source
emissions, which arise via linear reflection off pre-existing
micromechanical impedance perturbations~Shera and
Zweig, 1993b; Zweig and Shera, 1995!. This distinction be-
tween distortion- and reflection-source emissions differs
from the ‘‘wave-’’ and ‘‘place-fixed’’ dichotomy maintained
by Kemp and Brown~1983! in that the latter was introduced
and developed within an integrated framework that views all
OAEs as manifestations of cochlear mechanical nonlinearity.
The mechanism-based taxonomy, by contrast, emphasizes

the fundamental differences between linear~reflection-
source! and nonlinear~distortion-source! emission mecha-
nisms.

The analysis underlying the taxonomy predicts that the
two types of OAEs mix to form the evoked emissions mea-
sured in the ear canal. In any given measurement, the differ-
ent emission types contribute in degrees dependent on spe-
cies, stimulus parameters, and cochlear state. As an example
of the process, Shera and Guinan suggest that the generation
of lower-sideband distortion-product otoacoustic emissions
~DPOAEs! can be understood in terms of the mixing of the
two OAE types. Much of DPOAE fine structure apparently
arises through the interference of emissions originating from
two distinct cochlear locations~e.g., Kim, 1980; Kemp and
Brown, 1983!. Although the ‘‘two-place model’’ for
DPOAEs now appears well established~e.g., Gaskill and
Brown, 1990; Brownet al., 1996; Engdahl and Kemp, 1996;
Brown and Beveridge, 1997; Heitmannet al., 1998; Fahey
and Allen, 1997; Siegelet al., 1998!, the taxonomy identifies
the two interfering emission components as arising not sim-
ply from two distinct locations, but, more importantly, via
two different mechanisms.

The proposed generation process is illustrated in Fig. 1.
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The primary traveling waves, at frequenciesf 1 and f 2 ~with
f 2. f 1!, interact to produce a region of nonlinear distortion
~D!, located near the peak of thef 2 wave, which creates
energy at distortion-product frequencies. In particular, trav-
eling waves at the frequencyf dp52 f 1– f 2 are generated that
travel in both directions. The backward-traveling wave
propagates to the ear canal, where it appears as a distortion
source emission. The forward-traveling wave propagates to
its characteristic place, where it undergoes partial reflection
~R! near the peak of its wave envelope, generating a second
backward-traveling wave that propagates to the ear canal~a
reflection-source emission!. The two types of emission mix
in the ear canal.1

The proposed model thus predicts that the two compo-
nents originate not simply from two different regions of the
cochlea but—more significantly—by two fundamentally dif-
ferent mechanisms. Similar predictions emerge from recent
modeling studies~e.g., Talmadgeet al., 1998, 1999; Mauer-
mannet al., 1999a, b!. Based on nonlinear cochlear models
that meet the requirements detailed by the theory of coherent
reflection filtering for the generation of realistic reflection
emissions ~Shera and Zweig, 1993b; Zweig and Shera,
1995!,2 these studies incorporate both classes of emission-
generating mechanisms~i.e., nonlinear distortion and linear
coherent reflection!. The primary goal of the experiments
reported here was to test thistwo-mechanism modelfor
DPOAE generation.

According to the analysis underlying the taxonomy,
distortion- and reflection-source emissions manifest very dif-
ferent frequency dependencies in their phase. In a nutshell,
the argument runs roughly as follows:

Distortion-source OAEs: Nonlinear distortion depends
upon the interaction between the two primary traveling
waves. When produced using frequency-scaled stimuli, the
combined excitation pattern of the primary traveling waves
simply translates along the cochlear partition as the stimulus
frequencies are varied. This approximate translation invari-
ance~or ‘‘shift similarity’’ ! follows from local scaling sym-
metry and the logarithmic form of the cochlear frequency-
position map. Approximate shift similarity ensures that the
amplitudes and phases of the primary waves—and hence any
nonlinear interactions between them—remain nearly invari-
ant in a coordinate system that moves with the spatial enve-
lope of the f 2 traveling wave as the frequencies are swept
~Fig. 2, left!. OAEs generated by frequency-scaled nonlinear
distortion therefore manifest a nearly constant phase.

Reflection-source OAEs: According to the theory of co-
herent reflection filtering ~Zweig and Shera, 1995!,
reflection-source emissions are generated when a forward-
traveling wave reflects off ‘‘random’’ perturbations in the
mechanics of the cochlea. The phase of each scattered wave-
let depends on the phase of the forward-traveling wave at the
location of scattering. Since the micromechanical impedance
perturbations are fixed in space~unlike sources of nonlinear

FIG. 1. Schematic diagram of the two-mechanism
model. The figure illustrates the generation of SFOAEs
~top! and DPOAEs~bottom! at low sound levels. Each
panel shows phase lag relative to stimulus phase~lag
increasing downward! of forward- and backward-
traveling waves vs cochlear location. At low stimulus
levels, SFOAEs (Psfe) result from coherent reflection
~R! in the region near the peak of the traveling-wave
envelope. For DPOAEs, the primary traveling waves
produce a region of nonlinear distortion~D!, located
near the peak of thef 2 wave ~at x2!, where nonlinear
distortion generates traveling waves at the frequency
f dp that travel in both directions~shown here for the
case f dp52f 1– f 2 , where f dp equals the SFOAE fre-
quency shown in the top panel!. The backward-
traveling wave propagates to the ear canal~where it
appears as the distortion-source emission,Pdp

D !. The
forward-traveling wave propagates to its characteristic
place~at xdp!, where it undergoes partial reflection~R!
near the peak of its wave envelope, generating a second
backward-traveling wave that propagates to the ear ca-
nal ~the reflection-source emission,Pdp

R !. The two types
of emission combine to produce the DPOAE measured
in the ear canal (Pdp5Pdp

D 1Pdp
R ). For simplicity, phase

shifts due to propagation through the middle ear and
reflection by the stapes are not shown. Adapted, with
permission, from Shera and Guinan~1999!.
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distortion, which move with the excitation pattern as the fre-
quency changes!, the phase of the incident wave at each
perturbation changes as the frequency of the forward-
traveling wave is varied~Fig. 2, right!. Consequently, OAEs
generated by linear reflection manifest a phase that rotates
rapidly with frequency.

In this paper we apply this reasoning to test the two
principal predictions of the two-mechanism model, as sug-
gested by the taxonomy and framework presented in Fig. 1.
Specifically, we test the predictions that

~1! The total distortion-product emission,Pdp, represents
the sum of distortion- and reflection-source components,

Pdp
D and Pdp

R

Pdp5Pdp
D 1Pdp

R , ~1!

where the componentsPdp
D and Pdp

R manifest frequency
dependencies in their phase consistent with their pre-
sumed mechanisms of generation. Specifically, the
model predicts that whenPdp is evoked using frequency-
scaled stimuli~e.g., with the ratiof 2 / f 1 fixed!, the phase
of Pdp

D should be essentially independent of frequency,
whereas the phase ofPdp

R should rotate rapidly.
~2! The putative reflection-source component,Pdp

R , of the

total DPOAE closely matches the reflection emission
measured at the same frequency under similar condi-
tions. According to the taxonomy, stimulus-frequency
emissions~SFOAEs! evoked at low stimulus levels are
nearly pure reflection emissions~see Fig. 1!. We thus
test the prediction that

Pdp
R 'Psfe, ~2!

wherePsfe is the SFOAE at the same frequency. Once
stimulus parameters have been adjusted to yield compa-
rable overall emission levels, the predicted match in-
cludes the frequency dependence of both the amplitude
~or spectral shape! and the phase.3

Testing these predictions requires a technique for un-
mixing the total DPOAE into putative distortion- and
reflection-source components. Initially, we adopt an experi-
mental approach based on selective suppression that exploits
the spatial separation of the presumed distortion- and
reflection-source regions within the cochlea. To explore the
sensitivity of our results to variations in the methodology of
unmixing, we compare our results obtained using suppres-
sion to an alternative unmixing procedure based on spectral
smoothing or time-domain windowing. A preliminary ac-
count of this work has been presented elsewhere~Kalluri and
Shera, 2000!.

II. UNMIXING VIA SELECTIVE SUPPRESSION

Reference to Fig. 1 suggests that one can separate the
two components,Pdp

D andPdp
R , of the total DPOAE pressure

if the reflection-source emission originating from theR re-
gion can be eliminated. The unmixing procedure would then
be to ~1! measure the total emission,Pdp, using frequency-
scaled stimuli;~2! eliminate theR component and remeasure
the DPOAE to obtain the pure distortion-source component,
Pdp

D ; and~3! compute the reflection-source component,Pdp
R ,

by subtraction,Pdp
R 5Pdp2Pdp

D .
The spatial separation of the two source regions within

the cochlea suggests trying to eliminate theR component by
introducing a third, suppressor tone at a nearby frequency.
The suppressor would act by reducing the amplitude of the
wavelets incident upon and/or scattered back from theR re-
gion. Suppression techniques for separating OAE sources
originating at different spatial locations in the cochlea were
pioneered by Kemp and Brown~1983! and later refined by
others~e.g., Heitmannet al., 1998; Siegelet al., 1998!. The
selective suppression strategy for unmixing yields the fol-
lowing estimates ofPdp and its components:

Pdp5Pec~ f dp! ~measured at fixedf 2 / f 1!; ~3!

Pdp
D 'Pec~ f dp!uwith suppressor

~with suppressor atf s' f dp!; ~4!

Pdp
R 'Pdp2Pdp

D . ~5!

In these expressions,Pec( f ) denotes the complex ear-canal
pressure at frequencyf resulting from stimulation at primary
frequenciesf 1 and f 2 .

FIG. 2. Schematic diagram illustrating the consequences of scaling for the
phase of distortion- and reflection-source emissions. The left-hand panel
shows a snapshot of thef 2 traveling wave at two different frequencies~top!
and the corresponding phase lags~bottom! vs cochlear location. The two
frequencies are denoted by black and gray lines, respectively. For simplicity,
the f 1 traveling waves are not shown. Distortion sources result from non-
linear interaction between the primary traveling waves. The sources illus-
trated here~3! are idealized as points at the peak of thef 2 traveling wave.
When the frequency ratiof 2 / f 1 is held fixed during the measurement
sweep, the primary traveling waves~and thus the resulting distortion
sources! simply shift along the cochlear partition, maintaining a nearly con-
stant relative phase relationship as the stimulus frequencies are varied. Note,
for example, that the phases of the primary traveling waves at the distortion
source remain constant as the frequency is increased and the wave pattern
shifts ~←! along the partition. As a result, the phases of all resulting distor-
tion products are essentially independent of frequency. The right-hand panel
shows a similar diagram for a reflection source~e.g., a perturbation in the
mechanics of the cochlea!. Since the perturbation~* ! is fixed in space the
phase of the wave scattered by the perturbation changes considerably~↓! as
the stimulus frequency is varied. Consequently, the phases of OAEs gener-
ated by linear reflection vary rapidly with frequency.
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A. Measurement methods

We measured emissions from one ear of each of four
normal hearing humans. Treatment of human subjects was in
accordance with protocols approved by the Human-Studies
Committee at the Massachusetts Eye and Ear Infirmary. All
measurements were performed with subjects reclining com-
fortably in a sound-proofed, vibration-isolated chamber~Ver
et al., 1975!. Stimulus waveforms were generated and re-
sponses acquired and averaged digitally using a custom-built
data-acquisition system. Acoustic signals were transduced
using a Etymōtic Research ER-10c DPOAE probe system
supplemented with an ER-3A earphone whose sound-
delivery tube was threaded through the ER-10c foam eartip.
In situ earphone calibrations were performed at regular inter-
vals throughout all measurement sessions. The calibrations
were used to guarantee that the stimulus tones had constant
level and zero starting phase in the ear canal at all frequen-
cies. Real-time artifact rejection was implemented by com-
paring the time waveforms in successive data buffers before
adding them to the averaged responses. In these and other
respects, the methods and equipment used to obtain both
SFOAEs and DPOAEs are generally similar to those de-
scribed elsewhere~Shera and Guinan, 1999!. We briefly
summarize relevant differences here and provide detailed de-
scriptions in the Appendix.

1. Measurement of DPOAEs

We measured distortion-product emissions at the fre-
quency 2f 1– f 2 using frequency-scaled stimuli~i.e., using
frequency sweeps performed with the primary-frequency ra-
tio, f 2 / f 1 , held constant!. The measurements reported here
were obtained using primary levels of$L1 ,L2%5$60,45% dB
SPL at the frequency ratiof 2 / f 151.2. To ensure that our
ability to maintain a constantf 2 / f 1 ratio during the sweep
was not systematically compromised by the frequency quan-
tization imposed by digital stimulus generation, we modified
our data-acquisition system to allow the sampling frequency
to vary between measurement points. This flexibility enabled
us to choosef 1 and f 2 so that the ratiof 2 / f 1 varied by less
than a thousandth of a percent between measurements~at our
typical frequency spacing of about 15 Hz!. The resulting
sampling frequencies varied by less than 3% about the nomi-
nal value~59.94 kHz!.

To allow any multiple reflections that might be present
within the cochlea to settle into an approximately steady-
state response, we measuredPdp and Pdpusuppressedover time
intervals~'136 ms! much longer than the estimated round-
trip travel time for cochlear waves~'10–15 ms!. To guard
against possible systematic variations in emission amplitude
over time that might invalidate the unmixing procedure~e.g.,
due to efferent feedback or to changes in earphone calibra-
tion caused by subject movement or by temperature varia-
tions!, we interleaved measurements ofPdp andPdpusuppressed

in time and averaged multiple repetitions~typically n564!.
We set the suppressor frequency approximately 44 Hz below
the distortion-product frequency~e.g., Siegelet al., 1998;
Dreisbach and Siegel, 1999!. The suppressor level was ad-
justed~separately for each subject! to minimize the DPOAE
fine structure while leaving the mean DPOAE amplitude~as

averaged over several fine-structure periods! largely un-
changed~cf. Heitmannet al., 1998!. The suppressor level
chosen in this way was generally in the range 50–55 dB
SPL.

2. Measurement of SFOAEs

We measured stimulus-frequency emissions using the
suppression method~e.g., Guinan, 1990; Kempet al., 1990;
Brass and Kemp, 1991, 1993; Souter, 1995; Shera and
Guinan, 1999!. In this method, the emission is obtained as
the complex~or vector! difference between the ear-canal
pressure at the probe frequency measured first with the probe
tone alone and then in the presence of a stronger suppressor
tone at a nearby frequency. Thus, the SFOAE pressure at the
probe frequency,Psfe( f p), is defined as

Psfe~ f p![Pec~ f p!2Pec~ f p!uwith suppressor atf s' f p
. ~6!

In the measurements reported here, the suppressor frequency
was approximately 44 Hz below the probe (f s' f p

244 Hz). To prevent contamination from the considerable
cross talk between output channels of the ER-10c, we gen-
erated the suppressor tone using a separate ER-3A earphone
whose sound-delivery tube was threaded through the foam
eartip. Unless otherwise noted, the probe and suppressor lev-
els,Lp andLs, were 40 and 55 dB SPL, respectively~Shera
and Guinan, 1999!. Exploratory measurements at other
nearby probe levels indicate that the spectral shape and phase
of Psfe are not strong functions of intensity at these levels.
We found that probe levels of 40 dB SPL gave emission
levels generally comparable to those ofPdp

R , especially after
introduction of the primary-mimicking tone described below.
As with the DPOAE measurements, we interleaved measure-
ments ofPec( f p) and Pec( f p)usuppressedin time to minimize
artifacts that might contaminate the difference. The measure-
ment frequency resolution, approximately 15 Hz between
points, was always sufficient to prevent ambiguities in phase
unwrapping.

In some experiments, we measured SFOAEs in the pres-
ence of an additional continuous tone. The idea was to mea-
sure Psfe under conditions matching as closely as possible
those present during the measurement ofPdp

R . Thus, we in-
troduced the additional tone at a frequency and level corre-
sponding to thef 1 primary used in the measurement of
DPOAEs. In terms of the probe frequency, the frequency of
this additional tone~the ‘‘ f 1-primary mimicker’’! was there-
fore given byf 15 f p /(22r ), wherer denotes thef 2 / f 1 ratio
we wished to mimic. We denote the SFOAE measured in the
presence of thef 1-primary mimicking tone byPsfe

1 :

Psfe
1 [Psfeuwith f 1 mimicker. ~7!

B. Results: Unmixing via selective suppression

1. Pdp and its components, P dp
D and P dp

R

Typical measurements of the total DPOAE and its com-
ponents estimated using suppression are shown in Fig. 3. To
illustrate the variation across subjects, we show results for
three of our four subjects~those for whom the most data are
available!; similar results were obtained in the fourth subject.
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In each case, the putative distortion-source component,Pdp
D ,

is essentially a smoother version of the total DPOAE in
which much of the quasiperiodic fine structure apparent in
both the amplitude and phase ofPdp has been eliminated. In
agreement with Prediction #1, the phase ofPdp

D is nearly
constant, varying by less than a period. By contrast, the
phase of the reflection-source component,Pdp

R , falls through
many cycles~typically eight or more! over the same fre-
quency range. These different frequency dependencies imply
generation by fundamentally different mechanisms: The
nearly constant phase ofPdp

D is consistent with generation by
frequency-scaled nonlinear distortion and the rapidly rotating
phase ofPdp

R with generation by linear coherent reflection
~Shera and Guinan, 1999!.

The fine-structure manifest in the total DPOAE arises
because of alternating constructive and destructive interfer-
ence between the two components,Pdp

D and Pdp
R , caused by

the systematic rotation of their relative phase, a consequence
of the very different slopes of their phase versus frequency
functions. Thus, the componentsPdp

D andPdp
R ‘‘beat’’ against

each other, producing an oscillatory interference pattern. In
other words, DPOAE fine structure arises because DPOAEs
are mixtures of emissions with distinctly different properties
that reflect their different mechanisms of generation.

2. Comparison between P dp
R and P sfe

According to Prediction #2, the reflection-source com-
ponent of the total DPOAE,Pdp

R ~Fig. 1, lower panel!, should
closely match other reflection-source emissions measured
under comparable conditions~e.g., SFOAEs at low stimulus
levels as in Fig. 1, upper panel!. Figure 4 tests this prediction
by comparingPdp

R and Psfe measured in the same ear. In
agreement with predictions, the phase slopes ofPsfe andPdp

R

are nearly identical. In addition, bothPsfe andPdp
R have simi-

lar amplitude features~e.g., a deep notch near 1.4 kHz!.
These similarities support the idea thatPsfe andPdp

R are gen-
erated by a similar mechanism. Note that deep spectral
notches such as that apparent near 1.4 kHz are predicted by
the theory of coherent reflection filtering~cf. Fig. 11 of
Zweig and Shera, 1995!. In the model, such notches arise
from random spatial fluctuations in the irregularities that
scatter the wave. At some frequencies, wavelets scattered
from different locations within the scattering region combine
nearly out of phase and cause near cancellation of the net
reflected wave.

Although the overall match betweenPdp
R and Psfe is

good—especially when one considers the substantial differ-
ences in the way that the two emissions are evoked and
measured—details of the spectral shape~e.g., the precise lo-

FIG. 3. The DPOAEPdp and its estimated distortion- and reflection-source components,Pdp
D andPdp

R , obtained using suppression. The figure shows typical
measurements of the amplitude~top! and phase~bottom! of the 2f 1– f 2 DPOAE and its components measured using a frequency-scaled stimulus~i.e., the
primary frequenciesf 1 and f 2 were swept with their ratio held constant at the valuef 2 / f 151.2!. Left to right, the panels show data from subjects #1, #2, and
#3, respectively; similar results were obtained in the fourth subject. In each case, the total DPOAE~solid line! was unmixed using a suppressor tone near the
distortion-product frequency,f dp . Although the phases of the estimatedPdp

D components~dotted lines! vary less than a period, the phases of the estimatedPdp
R

components~dashed lines! fall through many cycles over the same frequency range, in agreement with Prediction #1. The measurement noise floor was
approximately225 dB SPL and the frequency resolution was always sufficient to prevent ambiguities in phase unwrapping. Stimulus levels for subject #1:
$L1 ,L2 ,Ls%5$60,45,50% dB SPL. Stimulus levels for subject #2:$L1 ,L2 ,Ls%5$60,45,50% dB SPL. Stimulus levels for subject #3:$L1 ,L2 ,Ls%
5$60,45,55% dB SPL.
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cation of the notch! do not match perfectly. Do these discrep-
ancies suggest important differences betweenPdp

R and Psfe

and their mechanisms of generation? Or do they reflect dif-
ferences in measurement conditions that influence the mag-
nitude and/or phase of the traveling-wave energy scattered
back fromR? For example, the primaries present during the
DPOAE measurement may suppress the traveling wave near
the f dp place, thereby affecting the frequency dependence of
Pdp

R .

3. Mimicking suppression by the primaries

To address these questions, we modified our
Psfe-measurement paradigm to better mimic the intracochlear
conditions under whichPdp

R originated. Specifically, we mea-
suredPsfe in the presence of an additional tone whose fre-
quency and level were chosen to match those of thef 1 pri-
mary used during the measurement ofPdp

R ~see Methods
above!. We mimic the f 1 primary because we expect it to
have the greater effect; thef 1 primary is both closer in fre-
quency tof dp and higher in level than thef 2 primary. We
definePsfe

1 as the value ofPsfe measured in the presence of
the f 1-primary mimicker.

Measurements ofPsfe
1 are shown and compared to those

of Pdp
R in Fig. 5. The match between the two putative

reflection-source emissions is now much closer. This result is
consistent with the idea that the differences in Fig. 4 reflect
differing intracochlear stimulus conditions; differences in the

mechanisms of emission generation are not required. Thus,
the similarity in both magnitude and phase betweenPdp

R and
Psfe

1 is in agreement with Prediction #2 and provides strong
support for the model. Note that the changes in the overall
amplitude and spectral shape ofPsfe caused by the
f 1-primary mimicker suggest that the primaries have a sig-
nificant effect on the reflection-source component of the
DPOAE ~presumably via suppression of the wave incident
upon and/or reflected back from theR region!.

III. UNMIXING VIA SPECTRAL SMOOTHING

A potential difficulty with suppression-based unmixing
is that the suppressor tone, introduced with the intent of se-
lectively suppressing the reflection-source component, may
inadvertently modify the response in other ways. For ex-
ample, the suppressor tone may also suppress the distortion-
source component~either directly, or through its effects on
the primaries! or ‘‘catalyze’’ the generation of additional
distortion-sources at the frequencyf dp ~Faheyet al., 2000!.
As a test of these possibilities, and to investigate the sensi-
tivity of our conclusions to the method of unmixing, we re-
peated our analysis using a completely different method.
This method—spectral smoothing~or its equivalent, time
windowing!—was suggested by the correspondence, in a lin-
ear system, between phase slope in the frequency domain
and latency in the time domain~e.g., Papoulis, 1962!. As
unmixed by suppression, the two componentsPdp

D andPdp
R of

Pdp have very different phase slopes, evidently reflecting
fundamental differences in their mechanisms of generation.
Consequently, if we apply Fourier analysis to our frequency-
domain measurements ofPdp, we expect to see two compo-
nents of very different latencies in the corresponding
‘‘latency-domain response:’’4 namely, a short-latency com-
ponent corresponding toPdp

D and a long-latency component
corresponding toPdp

R . Thus, our suppression results suggest
that the two components ofPdp should be separable using
signal-processing strategies based on appropriate windowing
in the latency domain. Techniques for analyzing OAEs in
this way were introduced by Shera and Zweig~1993a; Zweig
and Shera, 1995!, who applied them to the study of SFOAEs;
similar methods have since been applied to other emissions
~e.g., Stoveret al., 1996; Brown et al., 1996; Fahey and
Allen, 1997; Knight and Kemp, 2000b; Renet al., 2000!.

Multiplication by a window in the latency domain cor-
responds to convolution with a smoothing function in the
frequency domain. Although the two approaches are entirely
equivalent, we refer to the technique as ‘‘spectral smooth-
ing’’ rather than ‘‘time windowing’’ because viewing the
process in the frequency domain yields equations for the
components that are more directly analogous to those of the
suppression method@cf. Eqs.~3!–~5!#. The spectral smooth-
ing strategy for unmixing thus yields the following estimates
of Pdp and its components:

Pdp5Pec~ f dp! ~measured at fixedf 2 / f 1!; ~8!

Pdp
D 'Pdpusmoothed ~convolved with smoothing filter!;

~9!

FIG. 4. Comparison between the estimated reflection-source component,
Pdp

R , and the SFOAE,Psfe. The figure shows the amplitude~top! and phase
~bottom! of Pdp

R ~dashed line!, the reflection-source component of the total
DPOAE obtained in Fig. 3 for subject #1. Shown for comparison isPsfe

~solid line!, the SFOAE measured in the same subject at a probe level of 40
dB SPL. Note the considerable agreement in both amplitude and phase~e.g.,
Pdp

R and Psfe have similar amplitude notches and phase slopes!. SFOAE
stimulus levels:$Lp ,Ls%5$40,50% dB SPL.
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Pdp
R 'Pdp2Pdp

D . ~10!

A. Analysis methods

Measurements of transient-evoked and stimulus-
frequency emissions indicate that reflection-emission latency
varies with frequency~e.g., Kemp, 1978; Wilson, 1980;
Norton and Neely, 1987; Neelyet al., 1988; Shera and
Guinan, 2000a!. This frequency dispersion tends to smear
out the reflection-source component in time, making it more
difficult to separate by windowing. To help compensate for
this dispersion, it proves helpful to work in the log-frequency
domain. Consequently, we perform Fourier transforms with
respect to the dimensionless frequency variable5

n[2 log~ f / f ref!, ~11!

wheref ref is a reference frequency taken, for convenience, as
the maximum frequency of hearing. Fourier transformation
with respect to a log-frequency variable, suggested by the
approximate local scaling symmetry of cochlear mechanics,
results in sharper, more well-defined peaks in the Fourier-
conjugate latency domain~Zweig and Shera, 1995; Knight
and Kemp, 2000b!.6 The conjugate dimensionless latency
variable, here denotedt, represents emission latency ex-
pressed in periods of the emission frequency~Zweig and
Shera, 1995!.7

Unmixing by smoothing involves convolvingPdp with a
smoothing function, S, of finite bandwidth ~e.g., a
Gaussian!8:

Pdpusmoothed[S* Pdp, ~12!

where* denotes the operation of convolution. The convolu-
tion is equivalent to a multiplication~or windowing! in thet
domain. Thus,

Pdpusmoothed5F21$Ŝ3F$Pdp%%, ~13!

whereF$•% represents the operation of Fourier transforma-
tion ~with respect ton!,9 F21$•% the inverse transformation
~with respect tot!, and the window,Ŝ(t), is the Fourier
transform ofS:

Ŝ[F$S%. ~14!

Separation ofPdp into meaningful components requires
choosing the smoothing function~or, equivalently, the shape
and duration of the latency window! appropriately. Ideally,
the window Ŝ(t) should have a sharp cutoff in thet
domain—to cleanly separate emission components of differ-
ent latencies—but avoid extensive spreading~or ‘‘ringing’’ !
in the frequency response~smoothing function!. To approxi-
mate these desired characteristics we employ one of a class
of ‘‘recursive exponential filters’’ ~Shera and Zweig,
1993a!.10 The recursive-exponential filters are entire func-
tions and have no poles, discontinuities, or other undesirable
features in the complex plane to contribute large oscillations
to the smoothing function.

In practice, measurements are only available over a fi-
nite frequency range, and the smoothing operation is compli-

FIG. 5. Comparison between the estimated reflection-source component,Pdp
R , and thef 1-mimicked SFOAE,Psfe

1 . The figure compares the amplitude~top!
and phase~bottom! of Pdp

R ~dashed line, from Fig. 3! and Psfe
1 ~black solid line!, the value ofPsfe measured in the presence of an additional tone at the

frequency and level of thef 1 primary present during the measurement ofPdp
R . Left to right, the three panels show data for subjects #1, #2, and #3,

respectively. Shown for comparison isPsfe ~gray line!. The match between the amplitude and phase ofPdp
R andPsfe

1 is generally excellent, in agreement with
Prediction #2. The differences betweenPsfe and Psfe

1 caused by the mimicker suggest that the primaries have a significant effect on the reflection-source
component of the DPOAE. SFOAE stimulus levels:$Lp ,Ls ,L1%5$40,55,60% dB SPL.
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cated by end effects. Throughout this paper, the analyzed
frequency range was chosen to include an approximately in-
tegral number of spectral cycles, and smoothing was per-
formed using periodic boundary conditions~the data were
effectively wrapped around a cylinder!. When necessary, a
linear ramp was subtracted, and subsequently restored after
smoothing, to remove any discontinuity at the ‘‘seam.’’ The
estimate ofPdp

D so obtained was then discarded at each end
over a frequency interval equal to the approximate band-
width of the smoothing function.11

1. Determining the window duration

Unmixing via windowing~spectral smoothing! requires
specification of the duration of the time window~bandwidth
of the smoothing function! used to separate components with
different latencies. The suppression studies reported above
indicate that the long-latency component,Pdp

R , closely
matches the characteristics of reflection emissions measured
under comparable conditions~e.g., Psfe

1 !. Consequently, an
estimate of the appropriate window duration can be obtained

from measurements of SFOAEs evoked at low stimulus lev-
els. Analysis of such measurements indicates that in the 1–2-
kHz range, reflection emissions are delayed by an average of
about 15 periods of the stimulus frequency with a spread of
roughly 635% ~Zweig and Shera, 1995; Shera and Guinan,
2000a!. Multiplication by a window of durationtcut58 – 9
periods might therefore be expected to cleanly remove
reflection-source components in this frequency range.

Figure 6 corroborates this analysis using our measure-
ments ofPdp andPsfe

1 . Both short- and long-latency compo-
nents are clearly apparent in the Fourier transformF$Pdp%,
the latency-domain representation ofPdp. @By contrast, the
long-latency component is almost entirely absent in the Fou-
rier transform ofPdp

D obtained by suppression~not shown!.#
As expected, the long-latency component inF$Pdp%, cen-
tered at a latency of about 15 cycles, coincides with the peak
in F$Psfe

1 %. The tenth-order recursive exponential filter,
Ŝ10(t;tcut), with a cutoff latency oftcut59 periods, is
shown for comparison. In subsequent analysis, we use
Ŝ10(t;tcut59) to separate the short- and long-latency com-
ponents ofPdp.

B. Results: Unmixing via spectral smoothing

1. Pdp and its components, P dp
D and P dp

R , revisited

Typical measurements ofPdp and its components un-
mixed by spectral smoothing are shown with the components
obtained by suppression in Fig. 7. Qualitatively, the two
methods unmixPdp into similar components. For example,
the estimates ofPdp

R obtained by the two methods have
nearly identical phases and manifest similar frequency de-
pendence in their amplitude curves. There are, of course,
differences in the details. For example, the distortion-source
components,Pdp

D , obtained by suppression unmixing have
larger fine structure than the same components obtained by
smoothing. We examine this issue further in the next section.
Despite differences in detail, the qualitative agreement be-
tween the estimated components indicates that our tests of
the two-mechanism model are not especially sensitive to the
method of unmixing.

IV. ERRORS DUE TO INCOMPLETE UNMIXING

We explore in Fig. 8 the effects of varying key param-
eters in each of our two unmixing paradigms. For unmixing
by suppression, the top panels show how estimates ofPdp

D

and Pdp
R depend on suppressor level,Ls; for unmixing by

smoothing~time windowing!, the bottom panels show the
dependence on the duration of the latency window,tcut ~or,
equivalently, the bandwidth of the smoothing function!. Note
how the fine-structure oscillations inPdp

D ~left! increase to-
ward the bottom of each plot~i.e., at lower values ofLs or
longertcut!. By contrast, the fine-structure oscillations inPdp

R

~right! increase towards the top~i.e., at higher values ofLs or
shortertcut!.

These systematic trends can be understood using a
simple model of the unmixing process. Let the model pres-
surePdp be the sum of two components,D andR, with very
different phase slopes. As a consequence of this difference,
D and R beat against each other, producing an oscillatory

FIG. 6. The smoothing function and corresponding latency window. The
figure shows both latency-domain~top! and corresponding frequency-
domain representations~bottom! of Pdp and the matched smoothing func-
tion, S. The top panel shows the amplitudes of the Fourier transforms
F$Pdp% ~solid gray line! and F$Psfe

1 % ~dashed gray line! vs t, the emission
latency expressed in stimulus periods. Thet-domain representations of both
Pdp and Psfe

1 show a strong peak centered at a latency of about 15 cycles.
Shown for comparison~solid black line! is the tenth-order recursive expo-

nential filter, Ŝ10(t;tcut), with a cutoff time oftcut59 used in subsequent
analysis to separate short- and long-latency components ofPdp . The bottom
panel shows frequency-domain representations ofPdp andS. Note that the
frequency axis is logarithmic~linear in n!. The real and imaginary parts of
Pdp are shown with the solid and dotted gray lines, respectively. A linear
ramp has been subtracted fromPdp to render the function periodic on a
cylinder. The black line shows the smoothing functionS10(n;9) which,
when convolved withPdp , yields our estimate ofPdp

D . Note that the vertical
scale forS, dependent on the number of points in our numerical Fourier
transform, is not especially illuminating and has been left unspecified. The
measurements ofPdp andPsfe

1 are from Figs. 3 and 5, respectively~subject
#1!.
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interference pattern in the amplitude and phase ofPdp.
Imagine now that we attempt to unmix the components ex-
perimentally; let our estimates of the two components be
denotedPdp

D and Pdp
R , respectively. Perfect unmixing would

yield valuesPdp
D 5D and Pdp

R 5R. In general, however, un-
mixing is incomplete, and the estimates contain contributions
from bothD andR:

S Pdp
D

Pdp
R D 5S 12d r

d 12r
D S D

RD , ~15!

where the complex, frequency-dependent coefficientsd and
r quantify the unmixing errors. Note that the coefficients
satisfy the constraintPdp

D 1Pdp
R 5D1R. Although perfect un-

mixing requiresd5r50, acceptable results occur withudu
!1 anduru!1.

The unmixing errorsd and r depend on unmixing pa-
rameters such as the level of the suppressor and the duration
of the latency window. To explicate the trends in Fig. 8, we
consider three special cases of incomplete unmixing:

~1! Cased50 andrÞ0 so that

Pdp
D 5D1rR; ~16!

Pdp
R 5~12r!R. ~17!

For suppression-based unmixing, this case results from
using a weak suppressor that leavesD unchanged but
only incompletely removes theR component from the
mix ~i.e., undersuppression!; in the smoothing case, it
corresponds to under-smoothing~i.e., to using too nar-
row a smoothing function or too long a latency window!.

Since the resulting estimate ofPdp
D appears contaminated

by the R component, the magnitudeuPdp
D u should oscil-

late with frequency. These features are found in the fig-
ure: at smaller values ofLs and longer values oftcut, the
estimatesLdp

D manifest considerable fine structure.
~2! CasedÞ0 andr50 so that

Pdp
D 5~12d!D; ~18!

Pdp
R 5R1dD. ~19!

Here, the suppressor is strong enough to completely re-
move theR component, but in so doing it modifies the
D; for smoothing, this case results from oversmoothing
~i.e., using an overly broad smoothing function or too
short a latency window!. In this case, the estimatePdp

R is
contaminated with part of theD component, and its mag-
nitude should therefore oscillate. These features occur in
Fig. 8: at the largest values ofLs and shortest values of
tcut, the estimatesLdp

R show evidence of fine structure.
~3! CasedÞ0 andrÞ0 so that

Pdp
D 5~12d!D1rR; ~20!

Pdp
R 5~12r!R1dD. ~21!

In this more general case, the suppressor is neither strong
enough to eliminate theR component nor weak enough
not to affect theD component. For smoothing, this case
results from a temporal overlap between theD and R
components in the latency domain. In this situation, both

FIG. 7. The DPOAEPdp and its estimated distortion- and reflection-source components,Pdp
D andPdp

R , obtained using spectral smoothing~time windowing!.
The figure shows the amplitude~top! and phase~bottom! of Pdp from Fig. 3. Left to right, the three panels show data from subjects #1, #2, and #3,

respectively. In each case, the total DPOAE~solid black line! was unmixed as described in the text using the tenth-order recursive exponential filter,Ŝ10(t;9).
The two components,Pdp

D ~dotted black line! andPdp
R ~dashed black line!, are qualitatively similar to those obtained using suppression~gray lines!.
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Pdp
D andPdp

R will show fine structure oscillations, as seen
in Fig. 8 at certain intermediate values ofLs andtcut.

Our results with suppression unmixing suggests that
there is no ‘‘ideal’’ suppressor level valid over a range of
frequencies that simultaneously eliminates the reflection-
source component while leaving the distortion-source essen-
tially unaffected. Figure 8, for example, shows some residual
fine structure in bothPdp

R andPdp
D at this subject’s ‘‘optimal’’

suppressor level ofLs555 dB SPL. The choice of suppressor
level involves a trade-off between minimizingudu and mini-
mizing uru, with their sum inevitably finite. With proper
choice of the windowing function, the prospects for near
ideal unmixing by spectral smoothing~time windowing! ap-
pear brighter. Judging by the almost negligible amplitude of
the fine structure obtained at intermediate values oftcut,
unmixing by smoothing appears able to effect a cleaner sepa-
ration between the two components than is possible using
suppression.

A. Estimating d and r

We illustrate the trade-off betweend and r and give a
feel for the suppression-based unmixing errors in Fig. 9,
which shows estimates ofudu and uru for three different sup-
pressor levels. Computation ofd and r requires knowledge
of D andR; the estimates in Fig. 9 were computed by sub-
stituting for D and R the components obtained by spectral
smoothing ~with tcut59!. Since the two equations repre-
sented in matrix form in Eq.~15! are not independent~but
are related byPdp

D 1Pdp
R 5D1R!, an additional constraint is

necessary to determined andr uniquely. Since two param-
eters are available, a natural choice is to match bothPdp

D and

its frequency derivative,Pdp
D8 . We thus obtain values ofd

andr by solving the pair of simultaneous equations

Pdp
D 5~12d!D1rR; ~22!

Pdp
D85~12d!D81rR8. ~23!

The values ofd and r obtained in this way vary with fre-
quency; at every point, the coefficientsd andr are chosen to
match to the curvePdp

D , both its value and its derivative, as
closely as possible.12 Because of the constraintPdp

D 1Pdp
R

5D1R, these same coefficients also provide a match toPdp
R

and its derivative.
Since the true componentsD andR are not known, the

unmixing errorsd and r shown in Fig. 9 were computed
relative to the components obtained by spectral smoothing;
they therefore provide only a rough guide to the actual er-
rors. The results are, however, generally consistent with ex-
pectations based on the three special cases of Eq.~15! con-
sidered above. Note, for example, thatudu and uru vary in
opposite directions with changes in suppressor level. At the
largest suppressor level,udu is relatively large anduru rela-
tively small ~corresponding to the expectations for strong
suppression outlined in case #2 above!. Similarly, at the
smallest suppressor level, the relative magnitudes ofd andr
are reversed~weak suppression, as in case #1!. At the ‘‘op-
timal’’ suppressor level, the errorsudu anduru are intermediate
between these extremes. Not surprisingly,udu and uru can be-
come large in frequency regions where the total DPOAE is
itself poorly determined~e.g., near 0.8 kHz whereuPdpu is
relatively close to the noise floor! and/or where the estimated
componentsPdp

D and Pdp
R change rapidly~e.g., near notches

of Pdp
R !. Overall, however, the unmixing errors are fairly

small for intermediate suppressor levels~typically udu;0.1
anduru;0.2– 0.3!. These findings corroborate the qualitative
visual impression that the two methods, selective suppres-
sion and spectral smoothing, unmix into generally similar
components.

FIG. 8. Changes in estimates ofuPdp
D u and uPdp

R u with
variations in the parameters of the unmixing process.
The figure shows the levelsLdp

D ~left! and Ldp
R ~right!

obtained when the parameters for the suppression- and
smoothing-based unmixing are varied systematically.
The top panels show the results obtained by varying the
level of the suppressor tone,Ls . The bottom panels
show the results of varying the duration of the latency
window, tcut . The original, unsmoothed measurement
of Ldp is shown for comparison in the bottom left
(tcut5`). Note that because the estimates ofPdp

D and
Pdp

R were discarded at each end over a frequency inter-
val equal to the bandwidth of the smoothing function
~see Sec. IV A!, the estimates cover a more limited fre-
quency range at smaller values oftcut . In all panels, the
different curves have been offset from one another for
clarity. Unmixing parameters used earlier in the paper~
Ls555 dB SPL andtcut59 periods! are marked with an
asterisk. Data from subject #3 with stimulus levels of
$L1 ,L2%5$60,45% dB SPL.
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V. DISCUSSION

In this paper we tested the two key predictions of the
two-mechanism model of DPOAE generation by success-
fully unmixing DPOAEs into components,Pdp

D and Pdp
R ,

with characteristics indicative of fundamentally different
mechanisms of generation~i.e., nonlinear distortion vs linear
reflection!. In agreement with Prediction #1, the phase of the
putative distortion-source component (Pdp

D ) is nearly con-
stant, whereas the phase of the reflection-source component
(Pdp

R ) varies rapidly with frequency. These differing phase
slopes imply fundamental differences in the respective
mechanisms of emission generation. In particular, the two
slopes are consistent with generation by nonlinear distortion
(Pdp

D ) and linear coherent reflection (Pdp
R ), respectively

~Shera and Guinan, 1999!. Furthermore, in agreement with
Prediction #2, the spectral shape and phase of the reflection-
source component closely match those of the SFOAE mea-
sured at the same frequency under comparable conditions
~i.e., with the addition of anf 1-primary mimicker!. Changes
in the SFOAE caused by the mimicker suggest that the pri-
maries have a significant influence on the reflection-source
component of the DPOAE, presumably via suppression. To
investigate the robustness of our conclusions, we unmixed
DPOAE sources using two completely different methods:~a!
selective suppression of the reflection source using a third
tone near the distortion-product frequency, and~b! spectral

smoothing~or, equivalently, time-domain windowing!. Al-
though the two methods unmix in very different ways, ex-
plicit analysis of the unmixing errors demonstrates that they
yield similar DPOAE components, indicating that our results
are not especially sensitive to the method of unmixing.

A. Source mechanism versus source location

The quasiperiodic fine structure often evident in DPOAE
spectra is now generally regarded as resulting from the alter-
nating constructive and destructive interference between
backward-traveling waves originating in two separate re-
gions of the cochlea~Kim, 1980!. The physics underlying the
interference pattern has generally been understood as follows
~e.g., Brown et al., 1996; Stoveret al., 1996; Fahey and
Allen, 1997!: Because the two sources are spatially sepa-
rated, backward-traveling waves originating at the more api-
cal location must travel further to reach the ear canal than
waves originating at the basal location. Consequently, waves
from the apical source are delayed relative to the basal
source; in the frequency domain, this delay corresponds to a
frequency-dependent phase shift. Thus, the relative phase of
the two waves rotates with frequency, alternately passing
through plus and minus 1. This rotation of relative phase
creates the interference pattern—known as DPOAE fine
structure—when the two waves are combined in the ear ca-
nal. Kim ~1980! originally referred to the two DPOAE
sources as the ‘‘primary-place source’’ and the
‘‘characteristic-place source,’’ and considerable evidence
now suggests that the two backward-traveling waves do in-
deed originate at these locations~e.g., Furstet al., 1988;
Gaskill and Brown, 1990; Brownet al., 1996; Engdahl and
Kemp, 1996; Brown and Beveridge, 1997; Talmadgeet al.,
1998, 1999; Heitmannet al., 1998; Fahey and Allen, 1997;
Siegelet al., 1998; Mauermannet al., 1999a, 1999b!.

We demonstrate here, however, that this place-based
nomenclature—and the conceptual model that underlies it
~e.g., Brown et al., 1996; Stoveret al., 1996; Fahey and
Allen, 1997!—although apparently accurate in its specifica-
tion of the locations of wave origin, fails to capture the criti-
cal distinction between the two sources. As suggested by
Shera and Guinan~1999!, the fundamental distinction be-
tween the two sources is evidently not sourcelocation, but
source mechanism. Indeed, only by incorporating both
classes of emission-generating mechanisms~i.e., nonlinear
distortion and linear coherent reflection! have models been
able to account for the known phenomenology of DPOAE
fine structure~e.g., Talmadgeet al., 1998, 1999; Mauermann
et al., 1999a!. Accordingly, our terminology distinguishes
the two components not by their place of origin, but by their
mechanism of generation~i.e., distortion- versus reflection-
source components!.

Our results support the two-mechanism model of
DPOAE generation. To illustrate, consider how our experi-
mental results would have differed if both sources in Fig. 1
had been distortion sources likeD. When probed with the
frequency-scaled stimuli used here, both sources would then
have generated backward-traveling waves with phases essen-
tially independent of frequency. Consequently, the relative
phase of the waves from the two sources would have been

FIG. 9. Estimates of the unmixing errorsd and r at different suppressor
levels. The figure shows magnitudes of the unmixing errorsd and r com-
puted as the solution to Eqs.~22! and ~23!. The componentsPdp

D and Pdp
R

obtained by spectral smoothing~with tcut59! were used as estimates ofD
andR. Results for three different suppressor levels were computed using the
data whose magnitudes are shown in the top panels of Fig. 8.
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nearly constant, and no oscillatory fine structure would have
appeared in the ear-canal pressure spectrum.Note that this
constancy of relative phase would have occurred despite the
fact that the two waves originate at different spatial loca-
tions within the cochlea. In other words, although the
reflection-source region atR is further from the stapes than
the distortion-source region atD, the difference in phase
slope characterizing emissions from these two sources is not
due to the differing locations of theD andR regions. Rather,
contrary to standard assumption, phase slopes are ultimately
determined by mechanisms of emission generation. For ex-
ample, the theory of coherent reflection filtering~Shera and
Zweig, 1993b; Zweig and Shera, 1995! implies that
reflection-emission latency is determined not by the distance
a wave travels to reach its characteristic place but by the
characteristics of cochlear tuning it finds when it gets there
~Shera and Guinan, 2000a, 2000b!.

B. Comparison with other work

The experiments reported here were designed specifi-
cally to test Predictions #1 and #2 and therefore differ from
most other studies of DPOAE components~e.g., Brown
et al., 1996; Stoveret al., 1996; Siegelet al., 1998! in their
use of frequency-scaled stimuli~i.e., fixed f 2 / f 1!. According
to the analysis underlying the model~Shera and Guinan,
1999!, distortion and reflection mechanisms yield qualita-
tively different phase behavior~i.e., nearly constant phase vs
rapidly rotating phase! when emissions are evoked with
frequency-scaled stimuli. Similar qualitative differences in
phase are not found using other measurement paradigms, and
the underlying differences in mechanism can therefore be
considerably less transparent. For example, much more rapid
phase rotation occurs when distortion emissions are mea-
sured using stimulus paradigms~e.g., fixedf 1 , fixed f 2 , or
fixed f dp! for which the cochlear wave pattern is not simply
translated along the cochlear partition~e.g., Kimberleyet al.,
1993; O’Mahoney and Kemp, 1995; Sheraet al., 2000!. Un-
mixing DPOAEs measured using constantf 2 / f 1-ratio
sweeps, rather than one of the more common alternative
paradigms, thus greatly facilitates recognition of the two
emission mechanisms. By increasing the difference in phase
slope between the distortion- and reflection-source compo-
nents, our use of frequency-scaled stimuli also facilitates un-
mixing of the two components using spectral smoothing
~time windowing! by maximizing the separation between the
two components when the data are transformed into the ‘‘la-
tency domain’’ using Fourier analysis.

Our tests of Prediction #2 contrast sharply with the find-
ings of Brownet al. ~1996!, who performed a DPOAE un-
mixing analysis using a smoothing technique and compared
the resulting ‘‘DP residual’’~their analog ofPdp

R ! to measure-
ments of SFOAEs. Although they noted similarities in the
phase slopes, they found ‘‘little correspondence in the mag-
nitude across frequency of the DP residual and SF@OA#E.’’
Their reported discrepancy between emission components
conflicts with earlier work~Kemp and Brown, 1983!, which
found at least qualitative agreement between the SFOAE and
the DPOAE component believed to originate at the

distortion-product place~as obtained, in this case, using a
suppression paradigm!. In contrast with these results, we find
excellent agreement, both between DPOAE components un-
mixed via different paradigms and betweenPdp

R and corre-
sponding SFOAEs. Unfortunately, Brownet al. ~1996! do
not specify their smoothing algorithm in the detail necessary
to enable a direct comparison with our method.13 We note,
however, that in our experiments the addition of the
f 1-primary mimicker often improved the agreement between
the magnitudes ofPdp

R andPsfe considerably~cf. Fig. 5!. This
result indicates that suppressive and other effects of the pri-
maries onPdp

R must be taken into account in any such com-
parison.

C. Region of validity of the two-mechanism model

The tests of Predictions #1 and #2 reported here, to-
gether with more limited data at other~low to moderate!
primary levels and at frequency ratiosf 2 / f 1 in the range
1.1–1.3, establish the validity of the two-mechanism model
in humans for the DPOAE measurement parameters in com-
mon use@i.e., low to moderate sound-pressure levels with
L1>L2 and primary frequency ratiosf 2 / f 1'( f 2 / f 1)optimal#.
Knight and Kemp~2000a! provide a test of Prediction #1
over a broad range of frequency ratios (1.01< f 2 / f 1<1.5) in
an unmixing analysis of their stunning$ f 1 , f 2%-area map
~Knight and Kemp, 2000b!. Their results, based on time win-
dowing of DPOAEs measured using primary levelsL15L2

570 dB SPL, are consistent with the two-mechanism model
and indicate that the relative amplitudes of the components
Pdp

D and Pdp
R vary systematically withf 2 / f 1 . Whether Pre-

diction #2 also applies over a similarly broad range of pa-
rameter values remains an important open question.

Described and tested here in the frequency domain, Pre-
diction #1 of the two-mechanism model evidently also ap-
plies in the time domain. Combining phase-rotation averag-
ing ~Whiteheadet al., 1996! with an elegant pulsed-primary
technique, Talmadgeet al. ~1999! provide strong support for
model predictions that amount, in effect, to time-domain
analogs of Prediction #1. Since the responses involved arise
in a nonlinear system, this conclusion is nontrivial. Time-
domain tests of Prediction #2 await further experiment.

The validity of the model at high intensities also remains
to be investigated. For example, at higher levels of intraco-
chlear distortion, the emission evoked by the forward-
traveling distortion component may contain, in addition to
contributions from coherent reflection, significant energy
from distortion-source waves created by nonlinear distortion
~e.g., Withnell and Yates, 1998!. Furthermore, the two emis-
sion sources may also begin to mix in ways more compli-
cated than simple linear summation.14 For example, the
strength of the micromechanical impedance perturbations
that scatter the traveling wave may depend on the local am-
plitude of basilar-membrane vibration.

D. Methods of unmixing

Our success at unmixing using two completely different
methods~suppression and smoothing! demonstrates the ro-
bustness of our conclusions to the method of unmixing. The
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two methods unmix in very different ways, and the system-
atic errors each introduces are presumably quite different.
Whereas the suppression method separates components
based on their differential modification by an external tone,
the spectral-smoothing~or time-domain windowing! method
separates components based on latency in the ‘‘time-domain
response’’ obtained using Fourier analysis.15 Despite these
differences, the two methods unmix the total emission into
rather similar components~at least forf 2 / f 151.2 and low to
moderate primary levels!.16 Whether the two methods yield
similar results at otherf 2 / f 1 ratios and/or at higher stimulus
levels remains an important open question. Differences be-
tween the methods would not be surprising atf 2 / f 1 ratios
close to 1—although the spectral-smoothing method does not
depend on spatial separation of source regions in the cochlea,
the ability of the suppression method to selectively eliminate
one of the sources presumably deteriorates as the two
sources draw closer to one another asf 2 / f 1 approaches 1.

An advantage of the spectral-smoothing method is that it
requires measurement of only a single quantity~namely,
Pdp, whereas the suppression method requires bothPdp and
Pdpusuppressed!. Unlike the suppression method, the smoothing
method therefore allows each measurement ofPdp to serve as
its own control against possible systematic changes~e.g.,
variations in overall emission level due to efferent effects!
that may occur during the course of the measurement. In the
suppression studies reported here, we sought to minimize
these potential problems by interleaving measurements of
Pdp and Pdpusuppressedin time. Although the spectral smooth-
ing method depends only onPdp, it requires knowledge of
Pdp at multiple frequencies. Indeed, the method works best if
applied to measurements that span a relatively wide fre-
quency range~i.e., many periods of the microstructure! with
good frequency resolution~i.e., many points per period!. In
addition, because of uncertainties introduced near the end
points due to incomplete knowledge ofPdp outside the mea-
sured interval, the smoothing method requires measurements
over an interval slightly larger than the desired frequency
range. The suppression method, by contrast, imposes no such
constraints; suppression unmixing requires measurement of
Pdp andPdpusuppressedonly at the actual frequency~or frequen-
cies! of interest.

E. Implications of unmixing DPOAEs

Uncontrolled mixing may be a substantial source of
subject-dependent variability in DPOAE measurements. In-
deed, our results imply that the interpretation of DPOAE
responses appears doubly confounded. First, DPOAEs are
mixtures of emissions originating from at least two different
regions in the cochlea. This ‘‘spatial blurring,’’ now widely
recognized, compromises the frequency selectivity of
DPOAE measurements~e.g., Heitmannet al., 1998!. Second,
DPOAEs are mixtures of emissions arising by fundamentally
different mechanisms. This ‘‘mechanistic blurring,’’ estab-
lished here, compromises the etiological specificity of
DPOAE measurements. For although both distortion- and
reflection-source emissions share a common dependence on
propagation pathways from the cochlea to the ear canal, and
are therefore both sensitive to modifications of that pathway

~e.g., to middle-ear pathology or to reductions in cochlear
amplification caused by damage to outer hair cells!, their
respective mechanisms of generation—and hence their de-
pendence on underlying parameters of cochlear mechanics—
remain fundamentally distinct. For example, whereas
distortion-source emissions presumably depend on the form
and magnitude of cochlear nonlinearities~e.g., on the effec-
tive ‘‘operating point’’ along hair-cell displacement-voltage
transduction functions!, reflection-source emissions depend
strongly on the size and spatial arrangement of microme-
chanical impedance perturbations~e.g., on variations in hair-
cell number and geometry!. Distortion-product unmixing, us-
ing techniques such as those employed here, should therefore
improve the power and specificity of DPOAEs as noninva-
sive probes of cochlear function.
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APPENDIX MEASUREMENT METHODS

This Appendix describes in more detail the methods
used to obtain the emission measurements reported here.

1. Measurement of DPOAEs

Distortion-product otoacoustic emissions at the fre-
quency 2f 1– f 2 were measured using frequency-scaled
stimuli ~i.e., with the ratio f 2 / f 1 held constant!. At each
measurement frequency the acoustic stimulus had the form

~A1!

where X represents a periodic (534096)-sample~'342
ms17! segment consisting of three components:

X5H p1
1P2

1P3
1p4

1p5
1p6

1P7
1p8

1 ~primary earphone #1!
p1

2P2
2p3

2p4
2p5

2P6
2P7

2p8
2 ~primary earphone #2!

o1O2O3^4s5S6S7&8 ~suppressor earphone!
.

~A2!

Each component consisted of four long intervals~uppercase!
and four short intervals~lowercase and angled brackets!. The
long intervals were each 4096 samples~'68 ms! in duration.
The primary segments,P i

1 and P i
2, contained an integral

number of periods of the primary frequencies,f 1 and f 2 ,
respectively. The suppressor segments,S i , contained an in-
tegral number of cycles of the suppressor frequency,f s . The
zero segments,Oi , were identically zero throughout. Wave-
form phases were adjusted, using information from the cali-
bration procedure, so that each stimulus had zero~cosine!
phase in the ear canal at the beginning of segmentP2 . The
short intervals were one fourth the duration of the long in-
tervals~i.e., 1024 samples or'17 ms! and did not, in gen-
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eral, contain an integral number of periods of the corre-
sponding waveform. The short intervalsp i , s i , and o1

allowed for response settling time and contained segments of
the primary, suppressor, or zero waveforms, respectively.
The short intervals$^4 ,&8% were used to ramp the suppressor
tone $on, off% using the$first, second% half of the Blackman
window. The three components ofX were synchronized and
presented simultaneously through three separate earphones.
Note that whereas the primary tones played continuously
during the measurement, the suppressor tone cycled on and
off repeatedly due to alternation of the zero and suppressor
waveforms. Interleaving the measurements ofPdp and
Pdpusuppressedin this way helps to minimize possible artifacts
due to systematic variations over time~e.g., due to subject
movement, drifts in earphone calibration, efferent feedback,
etc.!. Unless otherwise noted, the primary levels$L1 ,L2%
were $60, 45% dB SPL, respectively. Primary levels were
chosen in approximate accordance with the formulaL1

'0.4L2139 dB SPL, which tracks the ‘‘ridge’’ in theL1L2

plane that maximizes the 2f 12 f 2 emission for f 2 / f 1'1.2
~Kummeret al., 1998!.

Measurements were made versus probe frequency by
sweeping the primaries and suppressor from high frequencies
to low, with f s5 f dp1D f s and D f s5244 Hz. The periodic
segmentsX were played repeatedly untilM artifact-free re-
sponses were collected. In these measurements,M was typi-
cally 64 so that at each frequency the total stimulus duration
was therefore*643342 ms'22 s. To reduce unwanted
transients the probe waveform was ramped on and off by
pre- and postpending two additional segments@indicated by
the angled brackets, and. in Eq. ~A1!# with envelopes of
half Blackman windows with 2.5-ms rise and fall times. Af-
ter digitizing the resulting ear-canal pressure, responses to all
primary-alone segments~i.e., all segmentsP2 andP3! were
averaged to formYp ; similarly, the responses to all
probe1suppressor segments~i.e., all segmentsP6 and P7!
were averaged to formYp1s. From these averaged response
waveforms, the complex amplitudes of thef dp components
of the ear-canal pressure, denotedPdp5Pec( f dp) and Pdp

D

5Pec( f dp)e
22p iDNDT fdpusuppressed, were extracted using Fou-

rier analysis. The complex exponential compensates for the
phase shift in the probe due to the time interval,DNDT,
between the primary-alone and primary1suppressor seg-
ments. Here,DT is the sampling interval~reciprocal of the
sampling rate!, andDN represents the total number of these
intervals that separate the two segments:

DN5#samples~P2P3p4p5!52 1
234096510 240.

~A3!

Note that when the two segments are separated by an integral
number of periods of thef dp waveform, the phase shift
modulo 2p is zero. The complex quantityPdp

R ( f dp) was then
obtained as

Pdp
R 5Pdp2Pdp

D . ~A4!

2. Measurement of SFOAEs

Stimulus-frequency emissions were measured using the
suppression method detailed elsewhere~Shera and Guinan,

1999!. In some experiments, we measured SFOAEs in the
presence of an additional continuous tone~the ‘‘ f 1-primary
mimicker’’! at a frequency and level corresponding to thef 1

primary in the measurement of DPOAEs detailed above.
At each measurement frequency the acoustic stimulus

had the form given by Eq.~A1!, with X representing a peri-
odic (534096)-sample~'342 ms! segment consisting of
three components:

X5H p1P2P3p4p5P6P7p8 ~probe earhone!
o1O2O3^4s5S6S7&8 ~suppressor earphone!

m1M2M3m4m5M6M7m8

~primary-mimicker earphone!

. ~A5!

Each component consisted of four long~uppercase! and
four short ~lowercase and angled brackets! intervals. The
long intervals were each 4096 samples~'68 ms! in duration
and contained an integral number of periods of the probe
(P i), suppressor (S i), zero (Oi), or primary mimicker (Mi)
waveforms, respectively. The phase of the probe waveform
was adjusted, using information from the calibration proce-
dure, so that the stimulus had zero~cosine! phase in the ear
canal at the beginning of segmentP2 . The short intervals
were one fourth the duration of the long intervals~i.e., 1024
samples or'17 ms! and did not, in general, contain an in-
tegral number of periods of the corresponding waveform.
The short intervalsp i , s i , o1 , andm i allowed for response
settling time and contained segments of the probe, suppres-
sor, zero, and mimicker waveforms, respectively. The short
intervals$^4 ,&8% were used to ramp the suppressor tone$on,
off% using the$first, second% half of the Blackman window.
The three components ofX were synchronized and presented
simultaneously through three separate earphones. Note that
whereas the probe and primary mimicker tones played con-
tinuously during the measurement, the suppressor tone
cycled on and off repeatedly due to alternation of the zero
and suppressor waveforms. The probe and suppressor levels
$Lp ,Ls% were generally$40, 55% dB SPL. The primary mim-
icker was presented at a frequency and level corresponding
to the f 1 primary in the measurement of DPOAEs~i.e., at a
frequency equal tof 15 f p /(22r ), wherer denotes thef 2 / f 1

ratio we wished to mimic, and a typical level of 60 dB SPL!.
Other features of the stimulus paradigm and the subse-

quent data analysis used to computePsfe
1 are analogous to the

measurement of DPOAEs detailed above and have been de-
scribed elsewhere~Shera and Guinan, 1999!.

1Note that for brevity this simple synopsis neglects contributions to the total
reflection-source emission arising from multiple internal reflection within
the cochlea~i.e., from multiple cycles of partial reflection at the stapes and
linear coherent reflection within theR region!.

2In a nutshell, the theory says that given ‘‘almost any’’ arrangement of
micromechanical impedance perturbations~i.e., an arrangement with the
appropriate spatial-frequency content, such as perturbations that are ran-
domly and densely distributed!, a model will produce realistic reflection
emissions whenever the peak region of the traveling wave has a slowly
varying wavelength and an envelope that is simultaneously both tall and
broad.

3Some differences~e.g., in phase! betweenPdp
R and Psfe are, of course,

expected because the initial sources of forward-traveling cochlear waves at
the emission frequency are at different spatial locations in the two cases
~i.e., at the distortion-source region,D, for Pdp

R , and at the stapes forPsfe!.
4We put ‘‘latency-domain response’’ in quotes because the signal we obtain
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by Fourier transforming the frequency response does not correspond with
the time-domain impulse response of the system.

5The minus sign in Eq.~11! has the effect of converting a forward Fourier
transform ~with respect ton! into an inverse transform~with respect to
log f/fref!. We work with forward Fourier transforms~with respect ton! for
conceptual and numerical convenience.

6Measurements of tone-burst-evoked OAE and ABR latency~Neely et al.,
1988!, as well as measurements of SFOAE group delay~Shera and Guinan,
2000a!, all indicate a gradual breaking of scaling symmetry in the basal
turns of the mammalian cochlea. For near-optimal compensation for
traveling-wave dispersion, the measurements suggest working with the
variable2Af / f ref ~see also Sheraet al., 2000!.

7Our t scale differs from the time scale employed by Knight and Kemp
~2000b!, who apply a log-frequency transformation and plot the resulting
Fourier transforms against an axis they call ‘‘normalized time.’’ Their nor-
malized time has units of milliseconds and was computed based on the
mean frequency step size in the log-frequency scale. The two scales differ
by a multiplicative factor inversely proportional to the geometric mean
frequency of the analyzed data.

8Note that unlike the more familiar case of time-domain filtering, the oscil-
latory function to be removed occurs here in the frequency response. In its
reversal of the roles usually played by time and frequency, the technique
used here is similar to cepstral analysis~Bogertet al., 1963!, although we
work with a log-frequency variable,n, and analyzePdp rather than
log(Pdp). @In cepstral analysis, one takes the logarithm of the frequency
response in order to decompose a presumed product of spectra into a sum.
In our application, the pressurePdp is represented directly as a sum of
components~Prediction #1!; taking the logarithm is therefore both unnec-
essary and undesirable.#

9To perform our transforms numerically, we resampled our measurements of
Pdp at equal intervals in log frequency using cubic spline interpolation.
Because our sampling rate was variable, our measurements ofPdp were not
equally spaced in linear frequency.

10The nth order recursive-exponential filtering window is defined by~Shera
and Zweig, 1993a!

Ŝn(t;tcut)[1/Gn(lnt/tcut),
where the parametertcut is the cutoff time~length of the window! and the
function Gn(t) is defined recursively:

Gn11(t)5eGn(t)21, with G1(t)5et2
.

The windowŜn(t;tcut) has a maximum value of 1 att50; the scale factor
ln is chosen so that the window falls to the value 1/e at t5tcut:

ln5Agn, wheregn115 ln(gn11) with g151.
Note that the first-order filtering window is a simple Gaussian; in the limit
n→`, Ŝn approaches a rectangular~or boxcar! window. For intermediate
n ~e.g., the valuen510 used here!, Ŝn has a much sharper cutoff than
standard windowing functions~e.g., the Hamming, Blackman, etc.! and
considerably less ‘‘ringing’’ in the smoothing function than the simple
boxcar.

11The smoothing function has approximate width~Shera and Zweig, 1993a!
Dn5D f / f >1/ptcut .

12The quantitiesd and r are thus analogous to the osculating parameters
used in the theory of linear differential equations~e.g., Mathews and
Walker, 1964!.

13To smooth their frequency-domain measurements, Brownet al. ~1996!
used a 101-point moving average~evidently tailored to a frequency spac-
ing between points of approximately 1.2 Hz! but fail to specify the shape
of their smoothing function. If all points in the moving average were
weighted equally~i.e., if the smoothing function were rectangular!, the
corresponding time-domain window, a sinc function, would have been
nonmonotonic, oscillating about zero with a period of roughly 8.25 ms.

14We are reminded here of the dialectic described by Levins and Lewontin
~1985!: ‘‘A necessary step in theoretical work is to make distinctions. But
whenever we divide something into mutually exclusive and jointly all-
encompassing categories, it turns out on further examination that these
opposites interpenetrate.’’

15To unmixPdp into two components we used a window with a ‘‘low-pass’’
characteristic in the time domain. The technique is easily generalized to
the unmixing of multiple components with different latencies~e.g., by
using multiple ‘‘bandpass’’ windows centered at different latencies or a
succession of ‘‘low-pass’’ windows with different cutoffs!.

16Working with SFOAEs at low stimulus levels, Shera and Zweig~1993a!
established a similar equivalence between SFOAEs extracted using the

vector-subtraction method~Kemp and Chum, 1980! and the method of
spectral smoothing. The vector-subtraction method exploits the nonlinear
saturation of the SFOAE—or ‘‘self-suppression’’ of the traveling wave
~e.g., Kanis and de Boer, 1993!—at higher stimulus levels.

17Because we varied our sampling rate between measurement points, corre-
sponding stimulus durations varied by up to63%.
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The relationship between hearing loss, detected by measuring the audiometric threshold shift, and
the presence of long-lasting otoacoustic emissions, has been studied in a population of 66 adult
males, by analyzing the cochlear response in the 80 ms following the subministration of a click
stimulus. Most long-lasting OAEs are also recognizable as Synchronized Spontaneous OAEs
~SSOAEs!. The OAE characteristic decay times were evaluated according to the model by Sisto and
Moleti @J. Acoust. Soc. Am.106, 1893~1999!#. The starting hypothesis, confirmed by the results, is
that long decay time and large equilibrium amplitude are both manifestations of the effectiveness of
the active feedback mechanism. The prevalence and frequency distribution of long-lasting OAEs,
and of their SSOAE subset, have been separately analyzed for normal and impaired ears. No
long-lasting OAE was found within the hearing loss frequency range, but several were found in
impaired ears outside the hearing loss range, both at lower and higher frequencies. This result
suggests that the correlation between the presence of long-lasting OAEs and good cochlear
functionality be local in the frequency domain. The monitor of the OAE decay time is proposed as
a new possible method for early detecting hearing loss in populations exposed to noise. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1336502#

PACS numbers: 43.64.Jb, 43.64.Kc, 43.64.Wn@BLM #

I. INTRODUCTION

Spontaneous otoacoustic emissions~SOAEs! were pre-
dicted by Gold~1948! as instabilities in the active feedback
mechanism, which allows the cochlea to perform quantum-
limited measures in the proximity of the auditory threshold
~Bialek and Wit, 1984!. The experimental discoveries by
Kemp ~1978! opened the way to extensive observations of
acoustic signals generated by the cochlea both in the pres-
ence and absence of external stimuli, evoked OAEs@Tran-
siently Evoked OAEs~TEOAEs! and Distortion Product
OAEs ~DPOAEs!# and SOAEs, respectively~reviewed in
Probstet al., 1991!. Properly named SOAEs are measured by
recording the signal in the ear canal with no external stimu-
lus, and averaging a large number of spectra. Synchronized
Spontaneous Otoacoustic Emissions~SSOAEs! are measured
by synchronously averaging in the time domain a large num-
ber of relatively long~typically 80 ms! data streams, each
recorded after an identical click stimulus, and computing the
spectrum of the average waveform. It is quite obvious that
SOAE and SSOAE measuring techniques are not equivalent,

because the SSOAE signal is the response to an external
stimulus. However, as the observation time is typically much
longer than the decay time of TEOAEs, the SSOAE spec-
trum is dominated by nonzero equilibrium amplitude OAEs
~SOAEs!. The study of OAEs has produced important ad-
vances in two main directions: the understanding of hearing
physiology and the clinical detection of hearing impairment
related to cochlear functionality. In the case of serious hear-
ing loss, a correlation is observed with total absence of
OAEs ~Probst et al., 1987!. According to these findings,
pass–fail tests based on the reproducibility of TEOAEs have
been developed, and are currently applied to the neonatal
hearing screening~Norton, 1993; Whiteet al., 1994!. Re-
cently, the Recurrence Quantification Analysis~RQA! tech-
nique ~Eckmann, 1983; Zbilut and Webber, 1992! has been
applied to the study of TEOAEs~Zimatoreet al., 2000!, and
RQA parameters have been correlated to TEOAE reproduc-
ibility.

In the case of moderate hearing loss, not sufficient to
completely suppress the evoked cochlear response, much
work has been done about the correlation between spectral
characteristics of OAEs and audiometric threshold shift
~Probstet al., 1987!. The audiometric threshold profile was
correlated~Lucertini et al., 1996; Kowalska and Sulkowski,
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1997; Vinck et al., 1998!, to the spectral distribution of
TEOAEs. The affected audiometric frequencies@with hear-
ing loss~HL! .25 dB# are correlated to low signal-to-noise
ratio ~snr! in the TEOAE spectrum. DPOAEs have also been
correlated with the audiometric profile~Moulin et al., 1994!,
as regards both the DPOAE spectral amplitude and the
DPOAE threshold~minimum amplitude of the primary tones
needed to evoke the DP!. It should be reminded here that
standard tonal audiometric techniques, which consist of a
few monochromatic threshold measurements, are often af-
fected by threshold microstructure. High resolution audiom-
etry is in principle able to partially overcome the problem,
but it is a very expensive and time consuming technique. All
these observations suggest the possibility of developing ob-
jective tests, which could support standard audiometry, par-
ticularly for subjects who could likely simulate or dissimu-
late hearing damage.

A further promising application of OAEs, which will be
discussed in this work, is the monitoring of cochlear func-
tionality in populations exposed to noise or other ototoxic
agents. The goal of this research is the early detection of
functional alterations that would not be detectable by stan-
dard low resolution audiometric techniques. The variation of
the TEOAE amplitude and of the DPOAE threshold as a
consequence of exposure to noise~Attias and Bresloff, 1996;
Engdahlet al., 1996; Mansfieldet al., 1999! and to ototoxic
drugs~Furstet al., 1995! has been measured with high sen-
sitivity also in subjects that would not show any variation of
the audiometric threshold. However, for follow-up purposes
in subjects at risk for cochlear hearing loss, both TEOAE and
DPOAE changes associated to exposure should result larger
than the standard test-retest variability. Unfortunately, rela-
tively large test–retest variabilities have been reported in
various studies for TEOAEs~Avan et al., 1997; Harriset al.,
1991; Marshall and Heller, 1996! and DPOAEs~Roede
et al., 1993!. Thus from a clinical point of view, a final di-
agnostic decision making process, when a slight change of
OAE parameters is observed~Lucertini et al., 1998; Arnold
et al., 1999!, can result in quite a difficult task.

The cochlear sites associated with the SOAE frequencies
seem to have the highest amplification by the outer hair cell
feedback system. This idea is supported by the observation
that SOAE frequencies correspond~within 10 Hz! to minima
in the hearing threshold microstructure~Schloth, 1983!. It
has also been observed that the hearing threshold at SOAE
frequencies is always less than 20 dB HL~Probst et al.,
1987!. Moulin et al. ~1991! reported that no SOAE was
present in ears with hearing loss of more than 10 dB at 1
kHz. They concluded that the presence of a SOAE is an
indication that no hearing loss higher than 10 dB at 1 kHz is
present. McFadden and Mishra~1993! demonstrated a sig-
nificant correlation between the average hearing threshold
and the presence of a minimum number of SOAEs. In the
present work it will be shown that an analogous relationship
exists indeed, but that the correlation between SSOAE~and,
more generally, long-lasting OAE! presence and cochlear
functionality is local in the frequency domain, rather than
global.

The same SOAE cochlear sites have also been shown to

be vulnerable by ototoxic agents. There is large experimental
evidence that SOAEs decrease in amplitude, or even disap-
pear, as a consequence of exposure to noise~Norton et al.,
1989; Furstet al., 1992! and of aspirin administration~Long
and Tubis, 1988; Longet al., 1991!.

Although long-lasting OAEs, and among them,
SSOAEs, are measurable only in a limited fraction of sub-
jects ~about 76% and 70%, respectively, in the present
work!, the evidence that the cochlear sites associated to these
OAEs are correlated both to good cochlear functionality and
to high sensitivity to ototoxic agents suggests to propose the
measure of long-lasting OAE parameters as a method for
early monitoring cochlear damage in exposed populations.
This work focuses on the analysis of the time evolution of
long-lasting OAEs, which dominate the long-time click-
evoked cochlear response, with the goal of finding some
measurable physical quantity to be used for monitoring co-
chlear functionality in exposed populations.

SSOAE data, due to their relatively long~80-ms! record-
ing time, are suitable for analyzing the relaxation dynamics
of the long decay time lines. According to the limit-cycle
oscillator equation proposed by Sisto and Moleti~1999! for
describing OAEs, the cochlear response to a click stimulus at
the OAE frequencies is predicted to follow three phases: a
short ~a few ms! first phase of hyperbolic decay, a slower
exponential decay phase, and, finally, a stationary phase at
the limit-cycle equilibrium amplitude~the SOAE amplitude!.
The duration of the exponential phase and the SOAE ampli-
tude, which are dependent on the oscillator parameters, de-
termine which physical quantities are well measurable. If the
SOAE level is high, or the damping coefficient is large, the
exponential decay phase is often absent, or too short to allow
a reliable measure of the characteristic decay time. If the
SOAE level is below or near to the local noise level, the
evaluation of the equilibrium amplitude results impossible or
uncertain, while it may still be possible to get a good mea-
sure of the decay time. Thus long-lasting OAEs can have
either a measurable equilibrium amplitude~in this case they
belong to the SSOAE subset! or a measurable exponential
decay characteristic time, or both. The SSOAE subset has
been separately analyzed, because the existing literature re-
ports the correlation between hearing functionality and
SOAE only, so it is necessary to select this subset of the
long-lasting OAEs, to allow for comparison with earlier
studies.

The monitor of cochlear functionality could be based, in
principle, either on the measure of the SOAE equilibrium
amplitude or of the OAE decay time. Optimized data acqui-
sition and analysis procedures would likely be different in
the two cases. Both methods should be tested by evaluating
on a statistically large database, for each parameter~ampli-
tude and decay time!, the sensitivity to cochlear damage and
the test–retest fluctuations. The last are due to both system-
atic uncertainties and intrinsic physiological fluctuations. In
principle, the monitor of the decay time would have the ob-
vious advantage, with respect to the monitor of the SOAE
absolute amplitude, of using differential measurements,
which are not affected by the systematic uncertainties that
are typical of the measure of absolute physical quantities.
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This point could become particularly important when long-
time monitoring of exposed populations is concerned, be-
cause, in such a case, measurements would likely be per-
formed in nonidentical environmental conditions and by
different operators. In this work, to preliminarily check the
practical applicability of both methods, it has been evaluated
what is the typical fraction of subjects showing at least one
clearly detectable SOAE, and the typical fraction of subjects
with at least one exponentially decaying OAE, whose decay
time is accurately measurable. An ‘‘ad hoc’’ data analysis
method has been developed to evaluate the decay time of
OAEs, after administration of the click, in a population of 66
adult males. In Sec. II the population is described, and the
basic data acquisition and analysis techniques used in this
work are reviewed. In Sec. III the mathematical model used
for describing the OAE response is briefly recalled. In Sec.
IV the results are shown. A discussion of the results is pre-
sented in Sec. V.

II. METHOD

In this work SSOAE spectra and associated 80-ms
waveforms recorded using the ILO-96 system~Otodynamics
Ltd.!, and pure-tone audiograms from both ears of 66 young
adult ~20–30 yrs.! males, have been analyzed. All subjects
underwent an otoscopy with removal of debris and wax from
the ear canal, and an impedance test, before being analyzed
for OAEs, to rule out possible bias due to external and/or
middle ear dysfunctions.

Pure-tone audiograms were recorded in an acoustically
shielded room. The audiometric test frequencies were 0.25,
0.5, 1, 2, 3, 4, 6, and 8 kHz. The examined ear was conven-
tionally defined ‘‘normal’’ if no threshold shift higher than
20 dB was found over the whole frequency range.

For 39 of the 132 ears the audiograms showed threshold
shifts of more than 20 dB. These ears were defined ‘‘im-
paired.’’ For impaired ears, the limits of the hearing loss
frequency range (f L1 , f L2) were defined as the audiogram
lowest and highest frequencies with a threshold shift of more
than 20 dB.

SSOAE recordings were obtained using the standard
ILO-96 system, which performs synchronous averages of a
large number of data streams of durationT580 ms, each
recorded after an identical click stimulus, and computes the
spectrum of the average wave form. It is well known that the
spectral lines found by this technique~SSOAEs! are strongly
correlated to the true SOAEs~Burns et al., 1998; Sisto and
Moleti, 1999!, which are actually measured in absence of the
external stimulus. This happens because, after presenting the
click stimulus, the excitation at frequencies that do not cor-
respond to SOAEs gives a negligible contribution to the
spectrum, because these excitations decay on a timescale of a
few ms, which is much shorter thanT.

In this work, the prevalence and frequency distribution
of SSOAEs have been studied, and, for impaired ears, the
SSOAE frequencies have been correlated to the frequency
range of the audiometrically detected hearing loss. The
SSOAE spectra of the whole 80-ms recordings, with fre-
quency resolutionD f ;12 Hz, were used to select and record
frequency and amplitude of SSOAEs whose amplitude ex-

ceeded the local noise by more than 5 dB. This empirical
SSOAE selection criterion was tested by an independent vi-
sual inspection of all the spectra by one of the authors, with
several years of clinical experience in the visual analysis of
SSOAE spectra. The empirical method yielded the same
SSOAE list as the visual inspection method, with the excep-
tion of a few lines, which had excaped visual identification,
and whose inclusion would negligibly affect the statistical
meaning of the results. A total of 218 SSOAEs were found.

The SSOAE recordings were also processed off-line by
a dedicated software developed in LabVIEW~National In-
struments!. The 80-ms waveform was divided in seven 50%
overlapping time intervals of durationT;20 ms. Each inter-
val was Hanning windowed and FFT analyzed. This choice
of the time intervals duration and spacing was made for
maintaining a frequency resolution sufficient to separate
most nearby OAEs, while getting a number of independent
time intervals sufficient to get a precise determination of the
linear damping coefficient also for relatively fast-decaying
OAEs. The first time interval was not used because it is
perturbed both by linear ringing and by the OAE delay,
which is significant at low frequencies~Tognola et al.,
1997!. The resulting six low resolution spectra allow for
roughly estimating the characteristic decay time of the ex-
cited spectral lines in the 80 ms following the stimulus. As
expected, a large number of spectral lines showed strong
excitation by the stimulus and approximately exponential de-
cay, sometimes approaching a constant equilibrium ampli-
tude. These lines are sometimes called resonant TEOAEs in
literature ~Talmadgeet al., 1998!. In this analysis, OAEs
were conventionally defined ‘‘long-lasting’’ if their spectral
line amplitude exceed local noise for at least 40 ms after the
click stimulus subministration. This quite arbitrary~because
it depends also on the noise level! selection criterion yielded
a total number of 284 long-lasting OAEs. Most of them~218
out of 284, 77%! were also identified as SSOAEs, by the
selection criterion discussed above, while, in the other cases,
the corresponding SSOAE was not measurable in the spec-
trum above the local noise floor.

Statistical analysis of the fraction of subjects~and of
ears! with at least one long-lasting OAE~and at least one
SSOAE!, and of the average number of long-lasting OAEs
~SSOAEs! per subject~ear!, in the normal and impaired sub-
jects~ears! has been performed, to investigate if a correlation
of these quantities to audiometric impairment was present.
The correlation between hearing impairment and the pres-
ence of long-lasting OAEs~SSOAEs! has been estimated by
the Pearson’sx2 test. The test yields a number,Pn2 i(x

2),
which estimates the probability for erroneously rejecting the
null hypothesis assuming independence between hearing im-
pairment and presence of long-lasting OAEs~SSOAEs!. The
correlation between hearing impairment and the distribution
of the number of long-lasting OAEs~SSOAEs! per subject
~ear! has been measured by the student’st-test. This test
yields Pn2 i(t), which is the probability of getting a value of
the student’st parameter larger than that corresponding to
the measured distributions of the number of long-lasting
OAEs ~SSOAEs! in the two populations~normal and im-
paired!, if the two data sets belong to the same probability
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distribution. For both tests, a 95% confidence level (P
,0.05) has been conventionally assumed to be statistically
significant. The same statistical tests have also been applied
to evaluate the differences between right and left ears.

III. MODEL

In this study, the time evolution of OAEs after a click
stimulus has been analyzed. Two typical time evolutions
were observed:~a! approximately constant amplitude in the
80 ms after the stimulus, and~b! approximately exponential
decay, often approaching a constant equilibrium value. This
observation supports previous results, obtained for neonates
on a smaller data set, and the modeling of OAEs by a par-
ticular class of embedded nonlinear oscillators, proposed by
Sisto and Moleti~1999!. In that work it was demonstrated
that the Van der Pol oscillator~Van der Pol, 1927!, which is
generally used in embedded oscillator models~Tubis and
Talmadge, 1998!, cannot explain the exponential decay re-
gime, and the following oscillator was proposed:

Ẍ1S aX21b2
c

^X2& D Ẋ1v0
2X50. ~1!

The response to an external click stimulus, by using the
multiple-scale analysis method~Bender and Orszag, 1978!,
is given by:

X~ t !52R~ t !sin~v0t1u0!, ~2!

with

R2~ t !5
R`

2 1RL
2~11r 3!r 4e2b8t

12r 4e2b8t
, ~3!

whereb85b1(2ac/b); R`
2 '(c/2b); RL
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r 15
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2

R0
2 ; r 25

RL
2

R0
2 ; r 35

R`
2

RL
2 ;
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r 45
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; H R05
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2v0
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v0ts

2
,

wherehs , ts , andv0 are, respectively, the stimulus ampli-
tude, duration and angular frequency. The behavior of the
oscillator described by Eq.~1!, after presenting the click,
consists of a short, strongly damped phase, followed by a
phase with exponential decay, and, finally, the system
reaches an equilibrium amplitude that is identified with the

SOAE level.R0 , R` , and RL are, respectively, the initial
amplitude, the equilibrium amplitude, and the threshold am-
plitude for the exponential decay onset. Constant amplitude
SSOAEs are also predicted by Eq.~1!, for ac/b2@1. In this
case, the equilibrium SOAE amplitude is rapidly reached
through the competition of the two nonlinear components of
the second term of Eq.~1!, without the onset of an interme-
diate exponential decay phase.

As the spectral data used in this work have a 10-ms time
resolution, the first strongly damped phase is not visible,
because the amplitude reaches the valueRL in a time that is
typically much shorter than 10 ms. After that, the first term
starts becoming negligible, so the oscillator behavior is well
described by:

Ẍ1bF12
c

b^X2&G Ẋ1v0
2X50, ~5!

and the data can be fitted to solution of this simplified equa-
tion, which is:

R2~ t !5R`
2 1~R0

22R`
2 !e2bt. ~6!

HereR0 is just a phenomenological parameter, which is not
directly connected to the stimulus intensity only, and which
can be roughly identified with the amplitudeRL defined
above for the complete Eq.~1!.

As already mentioned, SSOAEs and the other long-
lasting OAEs together dominate the click-evoked signal. It
may be shown that the evoked signal is often well repro-
duced by a superposition of the responses of embedded os-
cillators corresponding to few OAEs only. These responses
are analytically predictable by deterministic equations like
Eqs. ~1!–~3!. Thus it is not surprising at all that a large
degree of deterministic structuring was found, by using the
RQA technique without any physical hypothesis~Zimatore
et al., 2000!, in click-evoked signals, revealing the existence
of an underlying ‘‘autonomous’’ dynamical system.

TABLE I. Global audiometric behavior of hearing impaired ears. For each
audiometric band, the hearing loss mean, standard deviation, minimum and
maximum values are listed.

f ~kHz! 0.25 0.5 1 2 3 4 6 8

mean h. l. 15 15 17 20 33 42 38 29
st. dev. 2 4 7 14 17 20 21 21
min h. l. 10 5 0 10 10 5 10 10
max h. l. 20 30 40 70 60 75 80 90

TABLE II. SSOAE statistics. A distinction is made between normal and impaired subjects.N is the number of
subjects,NS.1 the number of subjects with at least one SSOAE, andNSSOAE the total number of SSOAEs
detected in each subject category. Subjects with unilateral and bilateral hearing loss~UHL and BHL! are also
separately analyzed.

Subjects N NS.1 NS.1 /N ~%! Pn2 i(x
2) NSSOAE NSSOAE/N Pn2 i(t)

Normal (n2n) 36 26 72 n.s. 135 3.75 n.s.
Impaired 30 20 67 83 2.77
UHL ~n2 i or i 2n! 21 13 62 58 2.76
BHL ~i 2 i ! 9 7 78 25 2.78
Total 66 46 70 218 3.30
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IV. RESULTS

Table I shows the global audiometric behavior of the
hearing impaired ears analyzed in this work. The impaired
ears were equally distributed between left and right~19 right
ears and 20 left ears were found impaired!. The same statis-
tical analysis has been performed on all long-lasting OAEs
and on the SSOAE subset. Results are separately shown for
SSOAEs only, also because they can be directly compared to
other studies. SSOAE statistics are summarized in Table II,
separately for normal and impaired subjects, and in Table III,
where a distinction is done between normal and impaired
ears, and between right and left ears. Analogous results for
all long-lasting OAEs~including SSOAEs! are in Tables IV
and V.

As shown in Table II, there is no significant difference
between normal and impaired subjects~unilateral and bilat-
eral! as regards the fraction of subjects with at least one
measurable SSOAE. The observed difference in the average
number of SSOAE per subject, which is larger in normal
subjects, is not statistically relevant, due to the large variance
of the distributions. A significant fraction~30%, 20/66! of
the examined subjects showed absence of any measurable
SSOAE in both ears. Any monitoring technique based on
SSOAEs would not be conceivable for such subjects. The
measured SSOAE prevalence~70%! is similar to that found
for SOAE in adults by other authors~Penner and Zhang,
1997; Burnset al., 1992!.

As shown in Table III, considering separately the ears of
each subject, the fraction of ears with at least one measurable
SSOAE is slightly larger for normal ears than for impaired
ears, and for right ears than for left ears. Both differences are
statistically not significant. A more evident difference exists
in the same sense for the average number of SSOAE per ear,
which is fully significant only for theR2L comparison,

yielding PR2L(t)50.015. Thus as regards SSOAEs only, the
difference between normal and impaired ears is not statisti-
cally significant, and it is smaller than that due to the well-
known asymmetry between right and left ears~Burnset al.,
1992!.

By considering all long-lasting OAEs, the correlation is
more significant. As shown in Table IV, the fraction of sub-
jects with long-lasting OAEs is slightly larger for normal
subjects but the difference is not statistically significant,
while a significant difference is found in the average number
of long-lasting OAEs per subject, withPn2 i(t)50.036. As
shown in Table V, considering separately the ears of each
subject, the fraction of ears with at least one measurable
long-lasting OAE is significantly larger for normal ears than
for impaired ears, withPn2 i(x

2)50.021. The average num-
ber of long-lasting OAEs per ear is even more significantly
larger in normal earsPn2 i(t)50.006. Right ears have more
long-lasting OAEs than left ears, as a consequence of their
generally larger OAE response, but, in this case, the differ-
ences between normal and impaired ears are more significant
than those between the right and left ears.

Tables III and V also report the data separately for the
right&normal, right&impaired, left&normal, and
left&impaired population subsets. TheR2L andn2 i asym-
metries are maintained in the comparison between the corre-
sponding subsets, but the statistical significance obviously
drops, due to the reduced samples.

Such statistical analyses may be defined by global analy-
sis, since the ear is considered globally impaired if a thresh-
old shift larger than 20 dB is measured at any of the audio-
metric frequencies. Summarizing, global statistical analyses,
presented in Tables II–V show a weak correlation between
hearing impairment and SSOAE presence, while a clearer
correlation is obtained by including in the analysis the other

TABLE III. SSOAE statistics. Notation as in Table II. Here the distinction is made between normal and
impaired ears and between right and left ears.

Ears N NS.1 NS.1 /N(%) Pn2 i(x
2) NSSOAE NSSOAE/N Pn2 i(t)

n 93 55 59 n.s. 170 1.83 n.s.
~0.088!i 39 19 49 48 1.23

Total 132 74 56 PR2L(x2) 218 1.67 PR2L(t)
R 66 41 62 n.s. 138 2.09 0.015
L 66 33 50 80 1.21
Rn 47 29 62 n.s. 108 2.30 0.038
Ln 46 26 57 62 1.35
Ri 19 12 63 n.s. 30 1.58 n.s.
Li 20 7 35 18 0.90

TABLE IV. Long-lasting OAE statistics. A distinction is made between normal and impaired~also separating
unilateral from bilateral impairment! subjects.N is the number of subjects,NL.1 the number of subjects with at
least one long-lasting OAE, andNLOAE the total number of long-lasting OAEs detected in each subject category.

Subjects N NL.1 NL.1 /N(%) Pn2 i(x
2) NLOAE NLOAE /N Pn2 i(t)

Normal (n2n) 36 29 81 n.s. 189 5.25 0.036
Impaired 30 21 70 95 3.17
UHL ~n2 i or i 2n! 21 14 67 68 3.23
BHL ( i 2 i ) 9 7 78 27 3.0
Total 66 50 76 284 4.30
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long-lasting OAEs. The correlation increases by localizing
the impairment definition from subjects to ears. It is interest-
ing to note that SSOAEs were found in 59%~55/93! of the
normal ears, but also in 49%~19/39! of the impaired ears.
This last fraction could seem to be surprisingly high, if the
relation between SOAE presence and good cochlear func-
tionality had to be interpreted in a global sense. The com-
parison between the impaired ear audiograms and the
SSOAE spectra has clarified this issue. No SSOAE was
found within the hearing loss frequency range (f L1 , f L2), but
they were often found in impaired ears at frequencies both
lower and higher than the hearing loss frequency range. An
example is shown in Fig. 1, where the SSOAE spectrum is
shown superimposed on the audiogram, for two impaired

ears. In impaired ears, SSOAEs were found at frequencies
either lower than 0.8f L1 or higher than 1.4f L2 , as shown in
Fig. 2, where the histogram is plotted of the ratio between
the SSOAE frequency and the nearest audiometrically im-
paired frequency. In the same figure the same distribution is
shown also for the whole set of long-lasting OAEs. A loga-
rithmic scale is used in Fig. 2 to give a visual representation
of the data, which is reminiscent of the position difference
along the cochlear membrane between the OAE source and
the impaired sites. In fact, according to Greenwood tonotop-
icity mapping ~Greenwood, 1990!, the logarithm of a fre-
quency ratio is roughly proportional to a physical distance
along the cochlea.

The small number of long-lasting OAEs at frequencies
higher than the hearing loss range, shown in Fig. 2, is prob-
ably due to the frequency distribution of such OAEs. This
distribution is shown in Fig. 3, separately for normal and
impaired ears, for SSOAEs only and for the other long-
lasting OAEs. As expected for adult subjects~Burns et al.,
1992!, the distribution is peaked at low frequency, between 1
and 2 kHz, while the audiometric threshold shifts were typi-
cally found at higher frequencies~see Table I and Fig. 4!. A
global statistical comparison of the average number of long-
lasting OAEs in impaired ranges to that in normal ranges
would be biased by this asymmetry. Such a comparison,
which is necessary to provide a quantitative statistical evalu-
ation of the new result that is very clearly shown in Fig. 2,

FIG. 1. Audiograms and SSOAE spectrum for two impaired ears, showing
SSOAEs at frequencies both lower and higher than the impairment fre-
quency range. SSOAE frequencies are indicated.

FIG. 2. Long-lasting OAE~and SSOAE only! relative frequency distribu-
tion in impaired ears. The OAE frequency is normalized to the nearest limit
of the audiometric hearing loss frequency range~f n5 f / f L1 if f , f L1 , f n

5 f / f L2 if f . f L2!.

TABLE V. Long-lasting OAE statistics. Notation as in Table IV. Here the distinction is made between normal
and impaired ears and between right and left ears.

Ears N NL.1 NL.1 /N(%) Pn2 i(x
2) NLOAE NLOAE /N Pn2 i(t)

n 93 65 70 0.021 230 2.47 0.006
i 39 19 49 54 1.38

Total 132 84 64 PR2L(x2) 284 2.15 PR2L(t)
R 66 46 70 n.s. 175 2.65 0.017
L 66 38 58 109 1.65
Rn 47 34 72 n.s. 141 3.00 0.045
Ln 46 31 67 89 1.93
Ri 19 12 63 n.s. 34 1.79 n.s.
Li 20 7 35 20 1.00
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must be made separately for each audiometric band. As al-
ready mentioned, audiometric data are not able to provide
information about the fine scale structure of threshold shift.
Nevertheless, just for statistical purposes, audiometric band
limits can be conventionally assumed to lie halfway between
successive audiometric frequencies. Then each band may be
defined impaired or normal according to the audiometric
threshold value at its central frequency. With such a defini-
tion of audiometric bands, it is possible to select the ears
according to their being normal or impaired in a given au-
diometric band. The number of ears with at least one long-
lasting OAE in a given band was different from zero only for
the subset of ears that were normal in that band. The result is

shown and statistically analyzed in Table VI. Despite having
reduced the data sample size, the statistical significance is
still high, as expected, in the central frequency bands, where
both the fraction of locally impaired ears and the OAE fre-
quency distribution are sufficiently large. One should also
remind that the bands are independent, so the global result is
quite interesting. For this reason, some values ofPn2 i(x

2)
higher than the conventional 0.05 threshold have also been
reported in parentheses.

In Fig. 5~a! the time evolution of the spectral amplitude
after the click stimulus is shown for the long-lasting OAEs
of one of the examined ears. Both exponentially decaying
OAEs and constant amplitude SSOAEs are visible. In Fig.
5~b! are shown the OAE spectra of the same ear, in seven
successive time intervals, with a 10 ms time step. The char-
acteristic decay time of the spectral lines was computed by
fitting the 80 ms OAE time evolution to Eq.~6!, to which the
above described cutting, windowing, and FFT procedure had
been applied, as done for the real data.

The fit parametersR0 , b, and R` were found for 176
OAEs, found in 69 of the examined ears. The characteristic
decay time is given byt52/b. The statistical distribution of
the linear damping coefficientsb is shown in Fig. 6, for the
two ear populations, while in Fig. 7 the distribution of the
quality factorQ5 f /D f 52 f /b is shown. As shown in Fig. 6,
there is no significant difference between the typical decay

FIG. 3. Long-lasting OAE~and SSOAE only! absolute frequency distribu-
tion for normal~a! and impaired ears~b!.

FIG. 4. Frequency distribution of the audiometric hearing loss in the exam-
ined impaired ears. The ratio between the number of ears with HL>20 dE at
a given audiometric frequency and the total number of impaired ears is
reported.

TABLE VI. Local correlation between hearing impairment and long-lasting OAE~and SSOAE only! presence
in normal and impaired audiometric bands.NS.1 andNL.1 indicate the number of ears showing, respectively,
at least one SSOAE and at least one long-lasting OAE, in the given frequency range.

f N NS.1 NL.1 N NS.1 NL.1 N NS.1 NL.1

0.375–0.75 kHz 0.75–1.5 kHz 1.5–2.5 kHz
n( f ) 130 14 22 128 52 64 127 37 43
i ( f ) 2 0 0 4 0 0 5 0 0
Pn2 i(x

2) ¯ n.s. n.s. ¯ n.s.
~0.10!

0.049 ¯ n.s.
~0.15!

n.s.
~0.11!

2.5–3.5 kHz 3.5–5 kHz 5–7 kHz
n( f ) 107 14 15 103 6 9 102 3 4
i ( f ) 25 0 0 29 0 0 30 0 0
Pn2 i(x

2) ¯ 0.056 0.047 ¯ n.s. n.s.
~0.10!

¯ n.s. n.s.
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times of the OAEs observed in normal and impaired ears.
This is not surprising, from a local point of view, because
they all belong to audiometrically normal frequency bands.

The fraction of subjects showing at least one long-
lasting OAE with a measurable decay time turned out to be
67%, which is comparable to the 70% of subjects showing at
least one detectable SSOAE. These numbers are necessary to
preliminarily evaluate the practical use of monitoring meth-
ods based on the measure of the OAE decay time or the
SSOAE amplitude.

V. DISCUSSION

The very clear evidence that long-lasting OAEs exist
also in impaired ears, but only outside the hearing impaired
cochlear region, is a new important result. It suggests that the
presence of a long-lasting OAE is an indicator of local good
cochlear functionality and that the audiogram threshold shift
is mainly due to local cochlear damage. This observation,
which is limited by the coarse resolution of the audiometric
bands, also suggests that the damage should poorly affect the
overall cochlear transmission and amplification properties at
other frequencies, which allow for OAEs, generated at other
cochlear sites, to be produced and effectively transmitted to
the outer ear. Figure 2 and Table VI present a large-scale
frequency-sensitive confirmation of the general hypothesis
that long-lasting OAEs are correlated to good cochlear func-
tionality. This hypothesis, which was already confirmed on a
smaller frequency scale by the observed correlation between
hearing threshold fine structure minima and SOAE frequen-
cies~Schloth, 1983; Furstet al., 1992!, is important in order
to accept the general idea of monitoring the hearing function-
ality by measuring some characteristic parameters of long-
lasting OAEs. The underlying hypothesis is that the cochlear
membrane regions associated to such OAEs are more sensi-
tive than the others, due to the local higher performances of
the active feedback amplification system based on the outer
hair cells motility. As the outer hair cells are easily damaged
by ototoxic agents, such as noise, it is expected that the
effect of noise should be early detectable by monitoring
long-lasting OAE parameters.

On the other hand, the global correlation between hear-
ing impairment and SSOAE presence was not statistically
significant. This correlation has become significant by in-
cluding in the analysis also the other long-lasting OAEs
without a measurable equilibrium SOAE amplitude. The lo-
cal correlation in separate audiometric bands was significant
in the middle frequency range. All the above results confirm
that a local relationship exists between cochlear damage and
absence of long-lasting OAEs, but the correlation is perhaps
not so tight to predict that the presence of these OAEs could
provide a useful criterion for screening purposes. However,
there is a good chance of effectively using the long-lasting
OAE parameters to monitor cochlear functionality in ex-

FIG. 5. Relaxation dynamics of long-lasting OAEs in the 80 ms following
the stimulus presentation, in one of the examined ears. Spectral amplitude
versus time for the selected OAEs~a!, and spectra at different times after the
click ~b!. Both exponentially decaying and constant amplitude OAEs are
visible.

FIG. 6. Statistical distribution of the OAE linear damping parameterb for
normal and impaired ears.

FIG. 7. Statistical distribution of the OAE quality factorQ for normal and
impaired ears.
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posed subjects. Indeed, for monitoring purposes, it is not
important to show that a difference exist between normal and
impaired populations. It is important to show that, for a
given subject, the disappearing, or a large parameter varia-
tion, of long-lasting OAEs actually be an early indicator of
cochlear damage. The observation that in all the examined
impaired subjects long-lasting OAEs were present only out-
side the impaired range is an encouraging, but rather indirect,
confirmation of this hypothesis. It is still necessary to prove,
in exposed subjects monitored on a long time, the sensitivity
and specificity of long-lasting OAE parameter variation to
hearing loss, also estimating the test-restest intrinsic fluctua-
tions of these parameters. This study has just begun.

The observation of high-Q decaying OAEs is an inter-
esting result itself for the modeling of cochlear mechanics. It
is also interesting to comment on the observation that con-
stant amplitude SSOAEs and exponentially decaying OAEs
are found to coexist in the same ear, and in the same fre-
quency range, as already observed in neonates~Sisto and
Moleti, 1999!. This evidence shows that very different dy-
namical properties are associated to nearby cochlear sites.
Thus OAE dynamical properties are mainly determined, in-
dependently for each frequency, by the local cochlear param-
eters, rather than by the overall cochlear transmission. This
observation is also supported by the fact that embedded os-
cillator models~Tubis and Talmadge, 1998! are very effec-
tive indeed for describing OAE phenomenology. The mea-
sured prevalence of OAEs with a measurable decay time
~67% of subjects in the examined population! suggests that
the proposed method for early detecting hearing loss by
monitoring the OAE decay time could be effectively applied
to a significant fraction of the population, with the advantage
of using differential measurements, which are not affected by
the systematic errors associated to any absolute amplitude
measurement. It should also be stressed that the measuring
and analysis techniques adopted in this work are still not
fully optimized for decay time measurements. An optimized
data acquisition system and analysis procedure~e.g., based
on other time-frequency techniques! could be designed to
apply the measurement of decaying OAE parameters to the
largest possible fraction of the population, and to minimize
the uncertainty on the decay time evaluation.

VI. CONCLUSIONS

In this work, the relationship between hearing loss, de-
tected by measuring the audiometric threshold shift, and the
presence of SSOAEs~and more generally, long-lasting
OAEs! has been clarified, showing that such OAEs are asso-
ciated to local~in the frequency domain! good cochlear func-
tionality. No long-lasting OAE was found in the impaired
range for all impaired ears, but they were often found at
lower and/or higher frequencies. This result suggests that
hearing loss at a given frequency be due to damage of the
localized cochlear amplifier. The observation of large OAE
response at frequencies apical to the audiometric loss range
is particularly interesting, suggesting that the damage does
not significantly affect the cochlear amplification and trans-
mission for lower frequencies.

The comparison between audiometrically impaired and
normal ears has shown no statistically significant difference
between the two populations, as regards the fraction of ears
with at least one measurable SSOAE, while the difference
was significant for the whole set of long-lasting OAEs. The
observation in the same ears of stationary and exponentially
decaying OAEs, which can both be modeled by the oscillator
of Eq. ~1!, is in agreement with the unitary interpretation of
such OAEs as the response of a particular class of active non
linear oscillators, proposed by Sisto and Moleti~1999!.

A possible new method is suggested, for early detecting
hearing loss in exposed populations, which is based on the
measure of the characteristic decay time of exponentially de-
caying OAEs. Such decaying OAEs with a measurable decay
time were found in a large fraction~67%! of the examined
subjects, while SSOAEs were found in 70% of the subjects.
The technique for estimating the decay time may be opti-
mized, and the effectiveness of the method has still to be
verified by testing its sensitivity and specificity on a large
database. The proposed method could be used together with
the monitoring of SSOAEs’ absolute amplitude, and would
have, in principle, the advantage of using differential mea-
surements, which are not affected by the systematic errors
associated to the measure of absolute quantities.
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A phenomenological model was developed to describe responses of high-spontaneous-rate
auditory-nerve~AN! fibers, including several nonlinear response properties. Level-dependent gain
~compression!, bandwidth, and phase properties were implemented with a control path that varied
the gain and bandwidth of tuning in the signal-path filter. By making the bandwidth of the control
path broad with respect to the signal path, the wide frequency range of two-tone suppression was
included. By making the control-path filter level dependent and tuned to a frequency slightly higher
than the signal-path filter, other properties of two-tone suppression were also included. These
properties included the asymmetrical growth of suppression above and below the characteristic
frequency and the frequency offset of the suppression tuning curve with respect to the excitatory
tuning curve. The implementation of this model represents a relatively simple phenomenological
description of a single mechanism that underlies several important nonlinear response properties of
AN fibers. The model provides a tool for studying the roles of these nonlinearities in the encoding
of simple and complex sounds in the responses of populations of AN fibers. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1336503#

PACS numbers: 43.64.Bt, 43.64.Pg@BLM #

I. INTRODUCTION

Phenomenological models for auditory-nerve~AN! re-
sponses provide a useful tool for studying the representation
of simple and complex sounds at the first level of neural
coding in the auditory system. These models allow hypoth-
esis testing of the mechanisms that underlie various response
properties. They also provide a tool for creating population
responses that can be used to quantify the information avail-
able to the central nervous system~CNS! for different
stimuli. In this study, a phenomenological model for AN
responses was developed that focuses on several nonlinear
response properties of AN fibers. The motivation for the de-
velopment of this model was to provide a more accurate and
quantitative description of the responses of AN fibers to
complex sounds, such as noise-masked stimuli and speech
sounds. To study the encoding of complex stimuli, inclusion
of nonlinear interactions between frequency components in
the stimulus is important.

Nonlinearities that are the focus of this study include the
compressive changes in gain and bandwidth as a function of
stimulus level, the associated changes in the phase of phase-
locked responses, and two-tone suppression. These phenom-
ena have all been related to a single mechanism in the inner
ear, often referred to as the cochlear amplifier~Patuzzi and
Robertson, 1988; Patuzzi, 1996; Holley, 1996!. The chal-
lenge of the present study was to develop a model with a
single mechanism that produces these different response
properties. The development of the model was guided by the
data available in the literature, where possible. However,
physiological descriptions of nonlinear response properties
typically focus on one or two properties at a time, and have
been conducted in a number of different species. Therefore,
the goal of the present study was to develop a model that
captures the key features of several AN nonlinearities, while
keeping the model as simple as possible.

Evidence for nonlinear gain in the inner ear was first
described in terms of a compressive nonlinearity, or reduc-
tion in gain as stimulus level was increased to relatively high
levels~Rhode, 1971!. More recent studies have demonstrated
that the compressive nonlinearity affects responses from as

a!Address for correspondence: Laurel H. Carney, PhD, Department of Bio-
medical Engineering, 44 Cummington St., Boston, MA 02215. Electronic
mail: carney@bu.edu
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low as 20 dB SPL up to the highest levels tested~110 dB
SPL! in the most sensitive ears~Ruggeroet al., 1997!. Rug-
geroet al. ~1992! and Cooper and Rhode~1996! showed that
the compressive nonlinearity and two-tone suppression are
both affected by the same experimental manipulations, pro-
viding evidence that these two nonlinear properties are likely
to be due to a single mechanism. Two-tone suppression has
previously been described in a number of studies of the AN
~e.g., Sachs and Kiang, 1968; Costalupeset al., 1987; Javel
et al., 1978, 1983; Delgutte, 1990; Temchinet al., 1997!,
inner hair cells~IHCs! ~Cheatham and Dallos, 1989, 1990,
1992; Nuttall and Dolan, 1993!, and basilar membrane~BM!
~e.g., Ruggeroet al., 1992; Nuttall and Dolan, 1993; Rhode
and Cooper, 1993, 1996; Cooper, 1996!. Two-tone suppres-
sion grows with suppressor tone level at different rates de-
pending upon the frequency of the suppressor with respect to
the characteristic frequency~Costalupeset al., 1987; Javel
et al., 1983; Delgutte, 1990; Ruggeroet al., 1992; Rhode
and Cooper, 1996!. This property of two-tone suppression
will influence the responses of AN fibers to complex wide-
band sounds. The present model includes this asymmetrical
aspect of two-tone suppression as well as the compressive
nonlinearity associated with the cochlear amplifier.

The model described here significantly extends a previ-
ous model developed by Carney~1993!, which included
compression and level-dependent bandwidths and phases,
but not realistic two-tone suppression. The wide-band, feed-
forward control path in the present model replaces the feed-
back control mechanism used in the previous model and is
critical for including two-tone suppression. Wide-band sup-
pression mechanisms superimposed on the more narrowly
tuned excitatory process have previously been suggested as
explaining some of the properties of two-tone suppression
~Geisler and Sinex, 1980; Delgutte, 1990!.

The model proposed here joins several other phenom-
enological models of basilar membrane and/or AN re-
sponses. This model focuses on the nonlinear response prop-
erties of auditory-nerve fibers described above, especially the
level-dependent phase properties and two-tone suppression.
Level-dependent phase properties of AN responses have not
been a focus of other modeling studies, but several have
addressed the problem of two-tone suppression and related
nonlinear response properties.

Several modeling studies have explored combinations of
linear filters and memoryless nonlinearities that provide phe-
nomenological representations of responses at the level of
the basilar membrane~without inclusion of models for the
inner hair cells and IHC-AN synapse!. Initial models of this
type included the bandpass nonlinearity~BPNL! models of
Pfeiffer ~1970! and Duifhuis~1976!. Goldstein~1990, 1995!
extended this approach with a multiple bandpass nonlinear
~MBPNL! model, which included two interacting paths, one
with a low-pass filter followed by a memoryless nonlinearity,
and one with a bandpass filter. Several nonlinear cochlear
response properties can be explained by this model due to
the level-dependent interaction of the two paths, which can
be thought of as representing multiple modes of BM excita-
tion ~e.g., Lin and Guinan, 2000!.

The MBPNL model describes level-dependent iso-

reponse tuning curves that include ‘‘tails,’’ as well as several
aspects of two-tone rate suppression, including the asymme-
try of suppression for low-side versus high-side suppressors,
synchrony capture by low-frequency tones, simple-tone in-
terference, and the generation of combination tones~Gold-
stein, 1990, 1995; Lin and Goldstein, 1995!. While there is
some overlap between the phenomena described by the
present model and by the MBPNL model, there are several
important conceptual differences between the two modeling
approaches. The MBPNL model consists of parallel path-
ways comprised of static filters that interact through memo-
ryless nonlinearities, whereas the model presented here con-
sists of a simple bandpass filter with time-varying gain and
bandwidth. In addition, most of the simulations presented
here include models for the IHC and the IHC-AN synapse;
the goal of this model is to provide AN discharge patterns~as
opposed to cochlear responses!, and comparisons of model
output are primarily made to AN response properties de-
scribed in the literature. The detailed relationship between
phases of BM and AN responses, which vary with stimulus
frequency, characteristic frequency~CF, the frequency to
which an AN fiber is most sensitive!, and SPL~e.g., Ruggero
and Rich, 1987; Narayanet al., 1998; Cheatham and Dallos,
1999! are beyond the scope of this study.

The level-dependence of the phase of BM~e.g., Geisler
and Rhode, 1982; Ruggeroet al., 1997!, IHC ~Cheatham and
Dallos, 1998!, and AN ~e.g., Andersonet al., 1971! re-
sponses to tones at frequencies above and below CF is a
nonlinear response property that is potentially important for
the encoding of complex sounds~e.g., Carney, 1994!. This
property cannot be described by the MBPNL model. The
study presented here examines the relationship between
level-dependent phase and two-tone suppression and illus-
trates that a single mechanism can be used to incorporate
both properties in a phenomenological model. Note that the
model presented here does not attempt to include all of the
properties explained by the MBPNL and other models. In
particular, tails of tuning curves and simple-tone interfer-
ence, which can be explained by MBPNL models, are not
addressed by this model. Also, this model does not include
asymmetrical filter shapes, which are the focus of Irino and
Patterson’s~1997! auditory filter model that includes a level-
dependent ‘‘glide’’ of the instantaneous frequency of AN
impulse responses as a function of time. Actual BM and AN
responses have glides that are level-independent~e.g., Recio
et al., 1996; de Boer and Nuttall, 1997; Carneyet al., 1999!,
and the direction of the glide varies with CF in AN responses
~Carneyet al., 1999!. Inclusion of this potentially important
temporal response property into an AN model would be of
interest for future studies.

Another feature of several AN models is the inclusion of
high, medium, and low spontaneous-rate AN fibers~Liber-
man, 1978!. Sachs and Abbas~1974! and Schoonhovenet al.
~1998! investigated phenomenological models that explained
rate-level functions for AN fibers with different spontaneous
rates in terms of the relation between AN threshold and BM
compression. Also, detailed models of the IHC-AN synapse
~e.g., Schwid and Geisler, 1982; Meddis, 1986, 1988; Wes-
terman and Smith, 1988; Geisler, 1990; Hewitt and Meddis,
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1991; Lopez-Povedaet al., 1998! provide descriptions of
several features of AN rate-level functions. In the study pre-
sented here, results are limited to high spontaneous-rate AN
fibers.

One benefit of the filterbank model developed here is
that it allows the simulation of population responses of AN
fibers to simple and complex sounds. Previous models have
also been developed for this purpose, and these models share
some of the properties of the present model. Jenisonet al.
~1991! developed a composite model for AN responses that
included level-dependent peripheral filter bandwidths, which
were based on filters derived from a database of AN rate-
level functions. Deng and Geisler~1987! developed a com-
posite model for AN responses based on a nonlinear cochlear
model with longitudinal stiffness coupling. Giguere and
Woodland ~1994! proposed an analog/digital composite
model that included the compressive nonlinearity. All of
these models were tested primarily with speech stimuli, and
showed several interesting features, such as synchrony cap-
ture by low-frequency formants. None of these models were
tested closely using simple tones or pairs of tones to explore
the details of their level-dependent phase properties or de-
tails of two-tone suppression.

The model described in the present study shares some
general features with a recent model proposed by Robert and
Eriksson~1999!, which included nonlinear gain, bandwidth,
and some aspects of two-tone suppression. However, the
Robert and Eriksson~1999! model did not address several
key response properties that are a focus of the present study.
For example, their study did not include the temporal re-
sponse properties of AN fibers, such as the dependence of
synchrony on level and frequency, and the level-dependence
of the phase of phase-locked responses. In addition, they did
not address the asymmetry in suppression growth above and
below CF. Their model involved a feedback control mecha-
nism that combined control signals from neighboring fibers
with different CFs to achieve an effectively wider-band con-
trol path, and thus wide-band two-tone suppression.

In the present study, the strategy is instead to use a
wide-band feedforward path, which allows the properties of
two-tone suppression to be included in a model of a single
CF fiber~without having to simulate responses of the neigh-
boring fibers!. Furthermore, the level-dependent gain and
bandwidth of the feedforward control path in the present
model allow the asymmetry of two-tone suppression to be
included. Because studies of information coding in the audi-
tory system are still investigating the roles of temporal infor-
mation and/or average discharge rate, this model was de-
signed to simulate both aspects of the AN discharges with as
much accuracy as possible, over wide ranges of CF and SPL.

This report presents the overall design and implementa-
tion of the model and shows responses of the model to a
number of stimuli that have been used in physiological stud-
ies of AN fibers. The next section describes each stage of the
model and its parameter values~either in equations or in a
table!, justification for parameter choices, and an explanation
of the major effects of each parameter. Following the model
description, response properties of the model are shown and
discussed. Model responses are compared to several ex-

amples of AN responses from the literature; note that the
parameters of the model were the same for all simulations.
However, the levels of the stimuli tested were sometimes
adjusted to accommodate differences in threshold between
the model and a particular AN fiber. The model parameters
are primarily based on the responses of AN fibers in cat;
however, data from other species were used when necessary.
The model presented here is focused on nonlinear tuning
properties and is limited to high-spontaneous-rate AN fibers.
Interactions between nonlinear aspects of basilar-membrane
tuning and the properties of the IHC-AN synapse create dif-
ferent response properties for low- and medium-
spontaneous-rate AN fibers~Sachs and Abbas, 1974!. Future
study in this series will focus on inclusion of more detail in
the IHC-AN synapse, as well as the interaction of the prop-
erties of the synapse with the other nonlinear features of the
present model, and will thus extend this model to include the
other spontaneous-rate groups.

II. MODEL DESCRIPTION

A. Overview

The general scheme of the AN model implementation1 is
illustrated in Fig. 1. The input to the model is the instanta-
neous pressure waveform of the stimulus in Pascals. The
effects of the external and middle ears are not considered
here. The model includes properties described in recent
physiological studies of the auditory system; however, it is a
phenomenological model and the main effort is to simulate
realistic level-dependent average-rate and temporal re-

FIG. 1. Block diagram of the AN model. The waveforms that illustrate the
output of each stage are the responses of a 500 Hz CF fiber to a 50 dB SPL
pure tone at CF.
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sponses of AN fibers with the simplest possible model. To
determine the model parameters, experimental data available
in the literature were used whenever possible and reasonable
assumptions were made when there were no data to support a
particular parameter value. The selection of parameters and
equations in the model was guided mainly by the response
properties of the model rather than by the mechanisms of the
actual physiological system. The two major parts of the non-
linear filtering section of the model are thesignal pathand
the feedforwardcontrol path~Fig. 1!.

The tuning of the signal path~corresponding roughly to
tuning on the basilar membrane! is modeled by a cascade of
a time-varying filter and a linear filter. The control path acts
to regulate the tuning of the time-varying signal-path filter
and is responsible for the compression and suppression ef-
fects observed in model AN responses. The bandpass filter in
the control path has a broader bandwidth than the signal path
to achieve two-tone suppression over a wide frequency
range. A saturating nonlinearity followed by a low-pass filter
in the control path determines the dynamic range and the
dynamics of the compression and suppression. The control
signal is then shifted and scaled to adjust the threshold and
range of compression~each fiber is scaled based on its CF!.
The output of the signal-path filter is then passed through
models for the IHC and IHC-AN synapse that represent cor-
responding processing stages in the cochlea. A nonhomoge-
neous Poisson-process model with refractory effects is used
to generate the discharge times of the AN fiber. Brief de-
scriptions and values for all model parameters are provided
in Table I.

B. Signal-path filter

The signal-path filter represents the tuning properties of
a specific location on the basilar membrane; the output of the
signal-path filter provides the input to the IHC model. The
signal path consists of a time-varying filter followed by a
linear filter. The gain and bandwidth of the time-varying
narrow-band filter are changed continuously as the control
signal fluctuates, varying on a cycle-by-cycle basis with
stimulus fluctuations below 800 Hz~limited by the low-pass
filter in the control path!. The signal-path time-varying filter
is the source of the level-dependent-phase and the two-tone-
suppression response nonlinearities illustrated in the figures
below. The nonlinear filter also introduces asymmetry in the
output signal, resulting in a dc component that varies across
stimuli and sound levels. This dc component~which may or
may not be biophysically appropriate! is difficult to accom-
modate using the simplified model stages that follow the
nonlinear signal-path filter. Therefore, the final stage in the
signal-path filter is a linear bandpass filter that eliminates the
dc component of the response.

Both the time-varying nonlinear filter and the linear fil-
ter in the signal path were based on gammatone filters, which
have been used in several studies to represent the impulse
responses of AN fibers~Johannesma, 1972; de Boer, 1975;
de Boer and de Jongh, 1978; de Boer and Kruidenier, 1990;
Carney and Yin, 1988; Carney, 1993!. The impulse response
of the gamma-tone filter is given by

g~ t !5u~ t2a!~ t2a!g21e2~ t2a!/t cos@vCF~ t2a!# ~1!

whereu~•! is the unit-step function,a is a delay added to the
gammatone response,t is the time constant,vCF is the radian
frequency corresponding to the characteristic frequency~CF!
of the model fiber, andg is the order of the filter. This func-
tion has a simple expression in the frequency domain~Patter-
sonet al., 1988!:

G~v!50.5tg~g21!!e2 j vaF 1

@11 j t~v2vCF!#
g

1
1

@11 j t~v1vCF!#
gG

>
tg~g21!!e2 j va

2@11 j t•~v2vCF!#
g , vCF@0, ~2!

wherej is A21.
The signal path consists of a nonlinear third-order gam-

matone filter followed by a linear first-order gammatone fil-
ter. The nonlinear filter is implemented by frequency shifting
the input signal downward by CF, then using a cascade of
three first-order low-pass filters, based on the strategy of
Pattersonet al. ~1988!. The low-pass filters were imple-
mented digitally using the IIR bilinear transformation~Op-
penheim and Schafer, 1975!. The time delaya in the nonlin-
ear filter is the additional delay that is required for a gamma-
tone filter to represent the AN impulse response, including
traveling-wave, acoustical, and synaptic delays~Carney and
Yin, 1988; Shera and Guinan, 2000!. The delay is a function
of CF, estimated from fits of gammatone functions to mea-
sured reverse-correlation functions~Carney and Yin, 1988;
Carney, 1993!:

a~CF!5ADe2xCF/AL22p/vCF, ~3!

where AD and AL are from Carney~1993! and xCF is the
distance~mm! from the apex of the basilar membrane from
Liberman’s~1982! frequency map for cat.

From Eq.~2! it is clear that both the gain and bandwidth
of the filter are controlled by the time-varying time constant
t(t). The output of the control path specifies the time con-
stanttsp(t) for each of the three first-order gammatone filters
in the cascade that comprises the time-varying third-order
filter in the signal path. The time constanttsp(t) varies over
a range determined bytnarrow ~for sharp tuning at low SPL!
and twide ~for broad tuning at high SPL!, where tnarrow is
greater thantwide. The time-invariant time constant for the
first-order linear gammatone filter in the signal path is set to
twide and the gain of this filter is set to 0 dB at CF. The
values oftnarrowandtwide are determined by the tuning prop-
erties of AN fibers. A linear fit of measured values ofQ10

~the ratio between CF and bandwidth measured 10 dB above
the fiber threshold! for cat AN fibers ~Miller et al., 1997!
determines the value oftnarrow:

tnarrow5
2Q10

2pCF
, ~4!

where theQ10 data is fit by

log10~Q10!50.4708 log10~CF/1000!10.4664. ~5!
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While tnarrow is based on physiological data in the literature
and is the main parameter for the sharp low-level tuning of
the signal-path filter, the actual tuning properties of the com-
plete model output are affected by the compressive nonlin-
earity of the model. The parametertwide is chosen based on
the desired filter gain at high levels. The difference between
twide andtnarrow is directly related to the gain of the cochlear
amplifier at a given CF:

twide5tnarrow102gain~CF)/60, ~6!

based on the third-order nonlinear filter.
The gain of the cochlear amplifier, or equivalently the

amount of compression in the model, is a simple function of
CF and is limited between 15 dB~at low CFs! and 70 dB~at
high CFs! as follows:

TABLE I. Description of the parameters used in the AN model. The desired values of PST histogram charac-
teristics are used to derive parameter values for Westerman and Smith’s~1988! three-store diffusion model~see
the Appendix!. The resulting values of these characteristics for the model response are not the same as these
input parameter values due to the effects of refractoriness. For example, the spontaneous rate of the model fiber
response is approximately 45 spikes/s, rather than the 50 spikes/s indicated in the table below~see Fig. 7!.

Parameters Description Values

Basilar membrane tuning filter and control path
vCF characteristic frequency of the fiber~rad/s!
a delay of the onset tone responses for cat~s! See Eq.~3!
AD coefficient for traveling wave delay~ms! 8.13
AL length constant for traveling wave delay~nm! 6.49
xCF distance from apex of basilar membrane~mm!
t(t) output of the control path
tnarrow estimated time constant at low sound level See Eq.~4!
twide estimated time constant at high sound level See Eq.~6!
gcp order of the wide bandpass filter in control path 3
vcp center frequency of the wide bandpass filter 1.2 mm basal to fiber CF
K ratio of time constant in control path to that in signal path 0.210.8twide /tnarrow

Acp parameter in logarithmic nonlinearity 970
Bcp parameter in logarithmic nonlinearity 2.75
Ccp parameter in logarithmic nonlinearity 0.69
x0cp parameter in Boltzman function 7.6
s0cp parameter in Boltzman function 12
x1cp parameter in Boltzman function 5
s1cp parameter in Boltzman function 5
shiftcp parameter in Boltzman function 0.125
cutcp cutoff frequency of control-path low-pass filter~Hz! 800
kcp order of control-path low-pass filter 3
dc estimated dc shift of CP low-pass filter output at high

level
0.37

R0 ratio of tLB ~lower bound oftSP! to tnarrow @see Eq.~13!# 0.05

Inner hair cell model
Aihc0 scalar in IHC nonlinear function@see Eq.~16!# 0.1
Bihc parameter in IHC nonlinear function@see Eq.~15!# 2000
Cihc parameter in IHC nonlinear function@see Eq.~16!# 1.74
D ihc parameter in IHC nonlinear function@see Eq.~16!# 6.87e-9
cutihc cutoff frequency of IHC low-pass filter~Hz! 3800
kihc order of IHC low-pass filter 7
p1 parameter inVihc rectifying function 0.0143
p2 parameter inVihc rectifying function See Eq.~18!

Synapse
spont spontaneous rate of fiber~spikes/s! 50
ASS steady state rate~spikes/s! 350
tST short-term time constant~ms! 60
tR rapid time constant~ms! 2
AR/ST rapid response amplitude to short-term response

amplitude ratio
6

PTS peak to steady state ratio 8.6
PI max permeability at high sound level 0.6

Spike generator and refractoriness
c0 parameter for relative refractoriness 0.5
c1 parameter for relative refractoriness 0.5
s0 parameter for relative refractoriness~ms! 1.0
s1 parameter for relative refractoriness~ms! 12.5
RA absolute refractory period~ms! 0.75
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gain~CF)5max$15,min@70, 20142 log10~CF/1000!#%. ~7!

The gain of the cochlear amplifier, or the amount of com-
pression, has not been well characterized at many CFs in cat.
The function above was chosen based on a maximum gain of
70 dB for high-CFs~Ruggeroet al., 1997; Nuttall and Dolan,
1996! and a minimum gain of around 15 dB at low CFs
~Cooper and Rhode, 1996, 1997! observed in other mamma-
lian species, with a smooth transition between low and high
CFs, as observed psychophysically in humans~Hicks and
Bacon, 1999!. This gain function could be easily modified
when data are obtained from cat; however, the present imple-
mentation represents the generally accepted concept that
there is stronger compression at high CFs than at low CFs.
For model responses to pure tones at stimulus frequencies
more than an octave away from CF, there was not much
change in gain as a function of stimulus level@see Eq.~2!#,
which is consistent with the data of Ruggeroet al. ~1997!.

C. Wide-band feedforward control path

The function of the control path is to provide a time-
varying signaltsp(t) to the signal-path filter such that sev-
eral level-dependent response properties can be replicated by
the signal-path filter. The control path is designed to reflect
the active process corresponding to the local CF place as
well as to the neighboring CFs. The control path consists of
~a! a time-varying bandpass filter with a broader bandwidth
than the signal-path filter;~b! a symmetrical nonlinear func-
tion to compress the dynamic range of the control signal;~c!
a nonlinear function followed by a low-pass filter to control
the dynamic range and dynamics of compression; and~d! a
nonlinear function to adjust the total strength of compres-
sion.

The wide-band control filter is a third-order gammatone
filter with its center frequency shifted 1.2 mm basal to the
fiber CF along the basilar membrane~i.e., higher in fre-
quency than CF!. The size of the shift of the wide-band filter
and the order of the filter were based on the shape of AN
suppression tuning curves in the literature~e.g., Sachs and
Kiang, 1968; Arthuret al., 1971; Delgutte, 1990!. The band-
width of the nonlinear wide-band control-path filter is varied
by tcp(t), which is a scaled version oftsp(t), the signal that
controls the bandwidth of the nonlinear filter in the signal
path. The scaling oftsp(t) by the factorK ~,1, see Table I
to createtcp(t) ~Fig. 1! guarantees that the control-path filter
has a wider bandwidth than the time-varying signal-path fil-
ter, and that the bandwidth ratio is constant. The gain of the
wide-band control-path filter is normalized to 0 dB at the
signal-path CF instead of at the center frequency of the
control-path filter. As a result, the level-dependence of the
gain of the control-path filter differs for frequencies above
and below CF. This asymmetry is the key to producing the
different properties of low-side and high-side suppression in
the present model.

The analytical description of the control-path filter is
given by the equation:

Gcp~v!>$gaincp~ t !/@11 jK tsp~ t !~v2vcp!#%
gcpe2 j va, ~8!

where

gaincp~ t !5A11@Ktsp~vCF2vcp!#
2, ~9!

j is A21, andvCF is the radian frequency corresponding to
the fiber’s CF. The center frequency of the wideband
control-path filter, vcp was computed using Liberman’s
~1982! frequency map based on the 1.2 mm basal shift from
CF. The parameter gaincp(t) is calculated for every time step
of the simulation to normalize the gain of the control-path
filter to 0 dB at CF.

Experimental data show that the cochlear response is
linear at low sound levels and becomes compressive at me-
dium and high levels~Ruggeroet al., 1997!. The slope of the
compression has been shown to be as low as 0.2 dB/dB in
the range of 40–80 dB SPL. Two different saturating non-
linear functions are used in the control path to implement
this compression. A symmetrical logarithmic function

V@x~ t !#5sgn@x~ t !#Bcp log~11Acpux~ t !uCcp!, ~10!

wherex(t) represents the output signal of the control-path
filter; Acp , Bcp , andCcp are parameters which determine the
~compressed! dynamic range of the signal before the second
nonlinearity. The second function, an asymmetrical saturat-
ing nonlinearity, is a second-order Boltzmann function with
an asymmetry of 7:1~Mountain and Hubbard, 1996!, given
as

out~V!5
1

12shiftcp

3H 1

11e2~V2x0cp!/s0cp~11e2~V2x1cp! /s1cp!

2shiftcpJ , ~11!

wherex0cp , s0cp , x1cp , ands1cp are parameters, and

shiftcp5
1

11ex0cp /s0cp~11ex1cp /s1cp!
. ~12!

The parameters in the two nonlinear functions above
were adjusted by comparing compression-versus-level
curves for the signal-path filter to physiological BM re-
sponses described in the literature~e.g., Ruggeroet al.,
1997!. The parameterAcp determines the level at which the
signal-path filter became nonlinear. Together with the pa-
rameters in the Boltzmann function,Bcp determines the level
at which the signal-path filter became less compressive
again. The parameter shiftcp guarantees that the nonlinear
function passes through the origin. The parameter values are
reported in Table I; these parameter values are invariant as a
function of CF.

The two nonlinear functions are followed by a third-
order low-pass filter. The cutoff frequency of the low-pass
filter in the control path is set to 800 Hz. This cutoff fre-
quency was chosen to produce an approximately 0.2 ms time
constant for the onset of the compressive nonlinearity, con-
sistent with the time course of compression estimated from
click responses of the basilar membrane~see Fig. 8 in Recio
et al., 1998!.2
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The last stage of the control path is a nonlinear function
that converts the output of the low-pass filter,VLP(t), to the
time-varying time constant of the signal-path filter~Fig. 1!:

tsp~ t !5tnarrowFR01~12R0!S twide/tnarrow2R0

12R0
D uVLP~ t !u/dcG .

~13!

tsp(t) varies continuously between a maximal value of
tnarrow ~which corresponds to a long time-constant, for a nar-
rowly tuned filter! and an asymptotic lower bound,tLB . The
value ofR0 is determined by the ratiotLB /tnarrow. The pa-
rameter dc is an estimate of the dc component of the control-
path output at high levels~i.e., a measure of the asymmetry
of the control-path nonlinearities!. The nonlinear function in
Eq. ~13! varies the dc value oftsp(t) from tnarrow at low
levels totwide at high levels@see Eq.~6! for twide#. The even
function described in Eq.~13! causes the signal-path filter to
be compressive for both the positive and negative parts of
the instantaneous stimulus pressure for low frequency stimuli
~Cooper, 1996!. Note that the nonlinear filters in both the
signal path and the control path are controlled by varying the
filter time constants and associated gains: thus these filters
are inherently stable~as long as positive time-constants and
finite gains are specified!. The time-varying time constant for
the control path is simply a scaled version of the time con-
stant for the signal path:

tcp~ t !5Ktsp~ t ! where K50.210.8
twide~CF!

tnarrow~CF)
. ~14!

D. IHC-AN synapse

Physiological studies have shown that the IHCs trans-
duce the mechanical responses of the basilar membrane to an
electrical potential that results in the release of neurotrans-
mitter at the synapse between the IHC and the AN fiber to
generate action potentials in the AN fiber. Many studies have
explored IHC potential changes in response to different
stimuli. It is widely agreed that the synchrony coefficient of
fibers responding to tones is affected by the ratio of the ac
and dc components of the IHC response~e.g., Dallos, 1985;
Palmer and Russell, 1986!. This finding is the guideline for
the analytical description of the present IHC model. The
nonlinear function in the IHC model is a logarithmic com-
pressive function

Vihc~ t !5Aihc@Psp~ t !# log~11BihcuPsp~ t !u!, ~15!

wherePsp(t) is the output of the signal-path filter~Fig. 1!.
The functionAihc@Psp(t)# and the parameterBihc were ad-
justed to achieve the appropriate IHC response properties, as
follows: The asymmetry of the nonlinear function for
Aihc@Psp(t)#, given by

Aihc@Psp~ t !#

5H Aihc0 for Psp~ t !.0

2
uPsp~ t !uCihc1D ihc

3* uPsp~ t !uCihc1D ihc
Aihc0, for Psp~ t !,0

~16!

changes smoothly as a function of the level of its input,
Psp(t), from 1:1 to 3:1, such that at low sound levels, the dc

response increases with a slope of 2 dB/dB compared with
the 1 dB/dB slope of the ac response~Dallos, 1985!. Aihc0 is
a scalar, and the values ofBihc , Cihc , andD ihc are constants
that determine the SPLs of the inflection in the ac and dc
components of the nonlinear function~see Table I!. Note that
these parameters are invariant with CF. This function for
Aihc@Psp(t)# guarantees the appropriate relationship between
ac and dc response components, as opposed to a hyperbolic
tangent~e.g., Carney, 1993! or Boltzman function, and was
thus critical for obtaining realistic synchrony-versus-level re-
sponses for pure tones across a wide range of CFs~especially
between 1 and 4 kHz!.

The low-pass filter in the inner hair cell is a seventh-
order filter with a cutoff frequency of 3800 Hz. This cutoff
frequency was chosen to match the maximum sync coeffi-
cient versus CF for the model to data from cat~Johnson,
1980!. The high order of the low-pass filter likely represents
not only the low-pass filtering properties of the IHC mem-
brane but other low-pass mechanisms such as the calcium-
related synaptic processes~Weiss and Rose, 1988!.

The nonlinear IHC-AN synapse also affects the charac-
teristics of the AN fiber discharge patterns. A simplified
implementation of a previous time-varying three-store diffu-
sion model~Westerman and Smith, 1988; Carney, 1993! was
used in the present model. The parameters in the current
model were determined according to the equations in the
Appendix of Westerman and Smith~1988! based on desired
characteristics of post-stimulus-time~PST! histograms for
tones~see the Appendix!. The values of parameters used in
the model are provided in Table I. A detailed description and
discussion of the synapse parameters and their effects on the
PST histograms as a function of spontaneous rate will be
discussed in another paper. The results presented here are
limited to high-spontaneous-rate model fibers, and thus de-
pend less strongly on the details of the synapse model.

The immediate permeabilityPI(t) is a soft rectifying
function of the model inner-hair-cell response,Vihc ~Fig. 1!,
described as

PI~ t !5p1 log~11ep2Vihc~ t !!, ~17!

wherep1 determines the immediate permeability at rest and
the spontaneous rate of the model fiber. The parameterp2 is
given by

p25H 1165 for CF,685 Hz

2543011010 log~CF! for CF.685 Hz
~18!

and determines the slope of the relationship betweenPI and
Vihc . Thereforep2 affects the threshold of the model fiber.
The CF-dependence ofp2 in Eq. ~18! adjusts the thresholds
of model fibers at CF to be approximately 0 dB for all CFs.
The numerical expressions in Eqs.~17! and~18! ~and Table I
for p1! were derived from basic parameters related to the
IHC-Synapse model~see the Appendix for details!. The ef-
fects of the external and middle ears on the threshold of AN
fibers can be included in future models by appropriately at-
tenuating the input to the model as a function of frequency,
referenced to the 0 dB baseline threshold in the present
model. The output of the diffusion model is the time-varying
discharge rates(t) prior to the inclusion of refractory effects,
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wheres(t)5PI(t)CI(t). For further details of the IHC-AN
synapse model, see the Appendix; also see the appendices of
Westerman and Smith~1988! and Carney~1993!.

E. Discharge generator

The model discharge times are produced by a renewal
process that simulates a nonhomogeneous Poisson process
driven by the synapse outputs(t) and modified to include
refractory effects~Carney, 1993!. The time-varying arrival
rate of the Poisson process is described as

R~ t !5s~ t !@12H~ t !#. ~19!

The discharge-history effect,H(t), was determined by a sum
of two exponentials~Westerman and Smith, 1985!:

H~ t !5H c0e2~ t2t12RA!/s01c1e2~ t2t12RA!/s1

for ~ t2t1!>RA

1.0 for ~ t2t1!,RA

, ~20!

wheret1 is the time of the preceding discharge, andc0 , c1 ,
s0 , s1 are parameters~Table I!. Discharges are not allowed
to occur during the absolute refractory timeRA , and H(t)
varies continuously from 1 to 0 as the interval from the pre-
vious discharge increases beyondRA . The statistics of the
discharge are affected by refractoriness~Teich and Lachs,
1979!, and the parameters in the expression forH(t) ~Table
I! were adjusted to match the statistical properties of the
responses~mean and variance of discharge rate! to published
data~Young and Barta, 1986; Winter and Palmer, 1991!.

III. RESULTS

A. Responses to pure tones

Figure 2 illustrates an overview of the responses of sev-
eral model stages for three fibers tuned to different frequen-
cies in response to 60 dB SPL pure tones at CF. The magni-
tude of the signal-path filter outputPsp(t) decreases as the
fiber’s CF increases due to the larger compression at high
CFs. The control signalt(t), which varies the gain and
bandwidth of the signal-path filter, varies on a cycle-by-cycle
basis with the stimulus at low frequencies. At higher fre-
quencies, the control signal becomes increasingly dominated
by dc energy. Also, the IHC voltageVihc(t) changes on a
cycle-by-cycle basis at low frequencies, but is dominated by
a dc bias for responses to pure tones at high frequencies. The
adaptation in the diffusion model shapes the onset response
of the fiber in the synapse outputs(t).

Threshold tuning curves are shown in Fig. 3~a! using the
paradigm of Liberman~1978!. The thresholds at CF are
around 0 dB; these thresholds can be adjusted by adding a
middle-ear model to simulate the changes in threshold as a
function of frequency that contribute to the audiogram. The
model’s Q10 bandwidths@Fig. 3~b!# are comparable toQ10

data for normal cats from Milleret al. ~1997!. The high-CF
fibers respond at low frequencies, despite the lack of an ex-
plicit ‘‘tail’’ ~Kiang and Moxon, 1974; Kiang, 1975; Liber-
man, 1978; Narayanet al., 1998! mechanism included in this
model. This low-frequency response is due to distortion in-
troduced by the nonlinear filter in the signal path. The low-

frequency portion of the tuning curve for high-CF model
fibers is strongly influenced by the cutoff frequency of the
low-pass filter in the control path, which influences the dy-
namics of the nonlinear variation in tuning and thus the de-
gree of distortion. The details of the low-frequency response
~tail! of high-CF fibers were not a focus of this study.

The response to a CF tone grows at a rate less than 1
dB/1 dB due to basilar membrane compression. It has been
reported by several authors~e.g., Ruggeroet al., 1997;
Rhode and Cooper, 1996! that the basilar membrane re-
sponds linearly at low levels and is most compressive be-
tween 40 and 80 dB SPL. The growth rate for high-CF fibers
can be as low as 0.2 dB/dB~Ruggeroet al., 1997!. The com-
pression gain~the gain difference between low levels and
high levels! varies from approximately 10 dB to 70 dB as the
CF of the fibers increases~Nuttall and Dolan, 1996; Cooper
and Rhode, 1996, 1997; Ruggeroet al., 1997!. The response
magnitude~ac RMS! of the signal-path filter output as a
function of CF-tone level is illustrated in Fig. 4~a!. As the
stimulus level increases, the average value of the control
signal is decreases as the system changes from linear to com-
pressive. At high levels, the model response is less compres-
sive due to the saturation of the control path. The results of
the model are similar to the nonlinear response properties
described by Rhode and Cooper~1996! and Ruggeroet al.
~1997!, except perhaps at levels above 80 dB SPL, where the
most sensitive cochleae appear to have basilar-membrane re-
sponses that remain compressive at very high levels~Rug-
geroet al., 1997!. The amount of compression in the model
as a function of CF is illustrated in Fig. 4~b!.

As the level of the input tone is changed, the fiber re-
sponse properties, such as average rate, synchrony, and PST-
histogram shape, also change. The phases of the temporal
AN responses are affected by continuous changes in the
phase versus frequency properties of the signal-path filter;
the phase properties of the signal-path filter are time-variant,
as they are affected by the control-path signal. As the band-
width of the signal-path filter changes, its phase properties
also change. The temporal response properties are also af-
fected by the low-pass filter in the IHC model, which limits
the phase-locking of the response at high frequencies~and
introduces a time-invariant phase shift!. The diffusion model
of the IHC-AN synapse also has some influence on temporal
response properties, for example, interval statistics are influ-
enced by the adaptation and refractory properties of the syn-
apse model.

It is believed that depolarizing voltage responses of the
IHC determine the detailed firing patterns in AN fibers. The
neural synchrony of AN fibers especially depends on the
ratio between the ac and dc components of the IHC receptor
potential~Dallos, 1985; Palmer and Russell, 1986; Cheatham
and Dallos, 1993!. The ac and dc responses for model fibers
at two CFs are shown in Fig. 5. For the fiber with a CF of 1
kHz, the ac potential always dominates the output of the
IHC, resulting in a high synchronization coefficient. For
high-CF fibers, the dc potential dominates the IHC output,
and the synchronization coefficient is lower. At low levels,
the dc response in the model increases at a rate of 2 dB/dB,
and the ac response increases at a rate of 1 dB/dB, as re-
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ported in the literature~Dallos, 1985!. If a transition exists
from an ac-dominated output to a dc-dominated output
within the fiber’s dynamic range, then experimental data
would be expected to show dramatic nonmonotonic changes
in the neural synchrony coefficient as a function of sound
level, especially for mid-frequency CFs~1–4 kHz!. This

phenomenon is not found in experimental responses~Joris,
1999!, and the model for the IHC was designed to avoid
strongly nonmonotonic synchrony-level functions by using
the asymmetrical function in Eq.~14!.

Figure 6~a! shows the ac and dc responses of the IHC
stage for an 800 Hz fiber in response to frequencies below,

FIG. 2. Responses of several model stages to a CF tone for different model-fiber CFs. The stimulus was a 25 ms duration tone burst with a 2.5 ms rise/fall
time and was presented at 60 dB SPL. The waveforms shown~see Fig. 1! are ~a! P(t), stimulus,~b! PSP(t), signal-path filter output,~c! t(t) @or tsp(t)#,
control signal,~d! VIHC(t), IHC response,~e! S(t), synapse output, and~f! PST histogram based on 500 presentations and 0.1 ms bin size.
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at, and above CF. For comparison, Fig. 6~b! shows an ex-
ample of ac and dc components of responses recorded from
an IHC ~Dallos, 1985!. The model responses@Fig. 6~a!# to
tones at frequencies below, at, and above CF are generally
similar to the data, however, they do not saturate as com-
pletely as those shown in the examples from Dallos@Fig.
6~b!#. Other reports of IHC responses indicate that these cells
may not completely saturate~e.g., Russellet al., 1986!, and
recent models derived to fit IHC responses have incomplete
saturation~e.g., Zagaeskiet al., 1994; Mountain and Hub-
bard, 1996!. For example, the dotted curve in Fig. 6~a! shows
the fit used by Zagaeskiet al. ~1994! to the dc component of
IHC responses to tones well below CF. The relatively large
dynamic range of the IHC response in the model is important
in order to support the wide dynamic range of low-
spontaneous-rate fibers, which will be pursued in future ex-
tensions of this model.

Figure 7 illustrates average discharge rate versus level

and synchronization coefficient versus level functions in re-
sponse to pure-tone stimuli at CF for fibers with CFs of 1
kHz and 4 kHz. The simulations presented in this study are
limited to high-spontaneous-rate fibers; both fibers in Fig. 7
have spontaneous rates of about 45 sp/se. The sustained rate
has a dynamic range of 40 dB and the onset rate has a wider
dynamic range~Smith, 1988!. The synchronization coeffi-
cient reaches its maximum at about 10 dB above threshold
and then drops slightly as level increases, similar to AN-fiber
responses~Johnson, 1980!.

The increased dynamic range of the onset rate is a result
of the adaptation included in the IHC-AN synapse model.
This adaptation can also be illustrated by PST histograms of
responses to tones~Fig. 8!. The shape of the PST histogram
changes as SPL is increased. The peak-to-sustained dis-
charge rate increases with SPL, and the latency of the re-
sponse decreases by integral multiples of 1/CF~Kiang et al.,
1965; Carney, 1993!.

Rate and phase responses to pure tones at frequencies
away from CF provide more information about the nonlinear

FIG. 3. ~a! Threshold tuning curves for fibers with different CFs. The tuning
threshold was defined as the level that results in a response 10 spikes/s
greater than the spontaneous rate~200 repetitions of each stimulus!. The
stimulus is a 50 ms tone burst with a 2.5 ms rise/fall time~Liberman, 1978!.
Differences in discharge rates were counted between the 50 ms tone burst
interval with 1.25 ms delay and the subsequent 50 ms silent interval.~b! Q10

measured from the tuning curve of model fibers~solid line! compared with
the data~crosses! from Miller et al. ~1997, Fig. 3!. A linear fit of these data
was used to determine the bandwidth of the signal-path filter at low SPLs.
Q10 was then recomputed from the simulated tuning curves of the complete
nonlinear model across a range of CFs to validate the model
tuning.

FIG. 4. Compressive nonlinearity of the signal-path filter output in response
to CF tones for different CFs.~a! rms of the ac component~based on the
peak-to-peak amplitude of the sinusoidal steady-state response! of the filter
output as a function of stimulus intensity. The rms was computed from 10
cycles of the stimulus starting 40 ms after the onset of the stimulus. The
solid line is the output of a linear filter.~b! Compression gain~the reduction
in gain due to the compressive nonlinearity! for model fibers at different
CFs. The compression gain was calculated as the difference of the gain of
the responses to CF tones at 0 dB SPL and 120 dB SPL~Rhode and Cooper,
1996; Ruggeroet al., 1997!.
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tuning of the model. Figure 9 illustrates the response area
~responses to tones across a range of frequencies and levels!
for an AN model fiber with CF of 2300 Hz, chosen for the
purpose of comparison with the example shown from Ander-
sonet al. ~1971!. Changes in rate as a function of level for
frequencies above and below CF are illustrated in the upper
panels. The response area~iso-level contours of discharge
rate! spreads as the input level increases. A level-dependent
shift in the peak frequency of the response area was not
observed in the results due to the symmetry of the gamma-
tone filter, which is a limitation of the model. Changes in the
phase of phase-locked responses as a function of level, above
and below CF, are illustrated in the lower panels. The phases
are referenced to the response at 90 dB SPL, following
Anderson et al.’s ~1971! convention. Systematic level-
dependent phase changes have been observed in basilar
membrane motion~Ruggeroet al., 1997!, in IHC responses
~Cheatham and Dallos, 1993!, and in AN fibers~Anderson
et al., 1971!. The level-dependent change in phase of the
phase-locked responses is consistent with the phase change
expected due to broadening of the signal-path filter as level
increases. The size of the phase change for low levels was
comparable to the data from Andersonet al. ~1971!; maxi-
mum phase changes were approximately 0.5p.

Figure 10 illustrates level-dependent discharge rates and
phases, across a range of stimulus frequencies, for a high-CF
fiber. In this case, the phases were computed from the output
of the signal-path filter and are compared to measurements of
basilar-membrane phase from Ruggeroet al. ~1997!. The
phase change for high-CF model fibers was stronger than for
the low-CF fiber because of the stronger compression at
high-CFs@Fig. 4~b!#. Due to the rolloff in synchrony at high
CFs ~see below!, it is difficult to compare the level-
dependent phase at high CFs to AN responses. Illustration of
the level-dependent phase based on the filter output also
makes it clear that this phenomenon is a result of the nonlin-
ear filter in the signal path. The IHC, synapse, and discharge
generator models that follow the signal path do not introduce
level-dependent phase shifts.

The maximum synchronization of responses to pure
tones at CF as a function of CF is an important description of
the temporal response of AN fibers. The synchronization co-
efficient was strongly influenced by the low-pass properties
of the IHC model. Other factors, such as the low-pass prop-
erties of the synapse, also affect the synchronization of the
AN fiber ~Weiss and Rose, 1988!. Figure 11 shows the maxi-

FIG. 5. IHC responses to pure tones at CF versus stimulus intensity for
model fibers with CFs of~a! 1 kHz and ~b! 4 kHz. The responses were
measured over 10 cycles of the stimulus beginning 40 ms after the onset of
the stimulus. The ac and dc components of the responses increase at differ-
ent rates at low levels, and the dc component dominates the output as the CF
of the fibers increases~Dallos, 1985!.

FIG. 6. ac and dc response components of~a! model IHC and~b! actual IHC
responses~Dallos, 1985; with permission!. Both model and actual IHCs
have a CF of 800 Hz, responses to tones at 300, 800, and 1400 Hz are
shown. The dynamic range of the model and actual responses are similar,
although the threshold of the actual IHC in this example is lower than that of
the model. The dotted line in the model dc response plot~upper right! is the
fit of Zagaeskiet al. ~1994! to IHC responses to tones well below CF.
Zagaeskiet al.’s fit was shifted up to the normalized units of the IHC model
~by setting Zagaeskiet al.’s parameterRPmax to 0.6!.
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mum synchronization coefficient for the model and for data
from cat ~Johnson, 1980!. The model synchronization coef-
ficient is within the scattered data, but is slightly lower than
the mean of the data. The parameters of the seventh-order

low-pass filter and of the IHC-Synapse model were adjusted
to achieve this representation of the rolloff in synchrony as a
function of CF over the wide range of CFs modeled.

B. Responses to complex sounds

One goal of this study was to develop a model capable
of simulating the responses of AN fibers to complex sounds.
Interactions between different components of complex
sounds have been studied for many years to gain a better
understanding of these responses. Two-tone suppression is a
nonlinear phenomenon of AN responses whereby the rate
response to a pure tone at CF can be suppressed by a second
tone ~suppressor! ~Nomoto et al., 1964; Sachs and Kiang,
1968; Delgutte, 1990!. More recent studies have reported
two-tone suppression in the responses of IHCs and in co-
chlear mechanics~Cheatham and Dallos, 1989, 1990, 1992;
Rhode, 1977; Ruggeroet al., 1992; Cooper and Rhode,
1996; Cooper, 1996!. These observations have shown that
the two-tone suppression nonlinearity originates in the me-
chanics of the cochlear partition~Ruggero et al., 1992!.
Two-tone suppression is asymmetrical for low- and high-side
suppressors, both in terms of the shape of the suppression
threshold tuning curve and in the suppression growth rate for
tones above and below CF~e.g., Arthuret al., 1971; Prijs,
1989; Delgutte, 1990!.

Figure 12 shows suppression tuning curves of two low-
frequency model fibers with CFs at 1 kHz and 2 kHz. The
asymmetry of the suppression-tuning threshold is due to the
shift of the center frequency of the wide-band control-path
filter with respect to the model fiber’s CF. The asymmetry of
the model suppression tuning curve is comparable to that
reported in the literature across a range of CFs~e.g., Sachs
and Kiang, 1968; Arthuret al., 1971; Delgutte, 1990!. Sup-
pression was found even when the level of the suppressor
was in the excitatory region of the tuning curve. This is
because the CF tone level is set at a level which results in 2/3
of the maximum driven discharge rate~e.g., Delgutte, 1990!,
and the suppressor acts to suppress the response to the CF
tone at this level. The relatively weak suppression for
low-CF fibers, as compared to high-CF fibers~see below!,
especially for frequencies below CF, is due to the relatively

FIG. 7. Rate-Level and Sync-Level functions for model fibers with CFs of
~a! 1 kHz and ~b! 4 kHz. Sustained rate is calculated in the 10–45 ms
response time window for 400 repetitions. Onset rate is the maximum dis-
charge rate during the first 10 ms and was calculated using 0.5 ms bins~bin
size is one stimulus cycle if the stimulus cycle is greater than 0.5 ms!. The
onset response in the figure is scaled~divided by 5.0! for better illustration.
The discharges in the 10–45 ms time window were analyzed using a 32 bin
period histogram from which the synchronization coefficient was then cal-
culated~scale on right! ~Johnson, 1980!.

FIG. 8. PST histograms for~a! model
and~b! actual AN fibers with CF equal
to 600 Hz. Responses are to pure tones
at CF at three different SPLs. The
stimulus was 25 ms in duration and
presented every 50 ms. The rise/fall
time was 3.9 ms and the bin size was
0.1 ms. The PST histograms contain
responses to 200 presentations at each
SPL. The AN response was recorded
as part of another study~Carney,
1990; see also Fig. 7, Carney, 1993!.

659 659J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Zhang et al.: Phenomenological AN model



low gain of the cochlear amplifier for low CFs@see Fig.
4~b!#. This pattern of suppression at low CFs is consistent
with physiological data~Delgutte, 1990!.

The upper panels of Fig. 13 show an example of a two-
tone suppression tuning curve for a high-CF model fiber and
an actual suppression tuning curve with the same CF~Del-
gutte, 1990!. The general shape of the AN-model suppres-
sion tuning curve is similar to those reported for AN fibers:
suppression thresholds are lowest for frequencies just above
CF, and there is a broad low-frequency region of suppres-
sion. These two properties were introduced into the model by
shifting the center frequency of the control-path filter to a
frequency slightly higher than the CF of the signal-path filter
~see above!. In addition to the asymmetry in thresholds
above and below CF, there is an asymmetrical growth of
two-tone suppression for suppressors above and below CF.
This property is illustrated in the lower two panels of Fig. 13,
which show the level of a tone at CF that is required to
maintain a constant discharge rate~i.e., to offset the suppres-
sion! as a function of suppressor level. The suppression
growth curves for suppressor frequencies above CF are shal-
lower than for tones below CF in both model and actual AN
responses~Delgutte, 1990!. The asymmetry in the model re-
sponses is qualitatively correct; however, it is not as strong
as in the actual responses, especially for high CFs for which
the asymmetry in growth is stronger than for low-CF fibers
~Delgutte, 1990!. More realistic filter shapes, as opposed to
the symmetrical gammatone filter, would be expected to en-
hance this asymmetry. Also, the model suppression at very
low frequencies does not grow as high as in the actual data;

this limitation may be related to the lack of a tail mechanism
at low frequencies in the model.

Another illustration of the differences between two-tone
suppression properties for suppressors below and above CF
is provided in Fig. 14. These plots show rate-level functions
for a CF-tone alone, and for a two-tone stimulus withF1
5CF, andF2 either above CF@Figs. 14~a!, ~c!# or below CF
@Figs. 14~b!, ~c!#. Model responses are shown for two fibers
with CFs chosen to match examples from Sachs and Abbas
~1976!. The difference in level between the suppressor tone
and the CF tone are fixed. The range of SPLs shown, and the
difference in levels between tones, were chosen to yield rate-
level functions comparable to the examples~note that the
model fibers have lower thresholds!.

The functions in Fig. 14 show several of the trends as
seen in the data~Sachs and Abbas, 1976!. For a suppressor
above CF@Figs. 14~a!, ~c!#, the response to the two-tone
complex begins to diverge from the CF-tone response at low
levels, and the growth of suppression~as both the CF tone
and the suppressor are increased in level! is gradual. For a
suppressor below CF@Figs. 14~b!, ~d!#, the threshold of sup-
pression is high with respect to that for the CF tone alone.
The growth of suppression as level increases above suppres-
sion threshold is steeper for the below-CF suppressor than
for the above-CF suppressor, although suppression by
below-CF frequencies, especially at high levels, is not as
strong in the model as in the data~as seen above, Fig. 13!.
The lack of low-frequency tail mechanisms may impose a
limitation on the behavior of below-CF suppressors in this
model. The differences between the properties of the above-

FIG. 9. Comparison of model and actual response areas. Left: Intensity-dependent discharge rate and phase responses for a model fiber with CF of 2300 kHz.
Rates were computed from the sustained responses to 100 repetitions of a 50 ms tone burst. The phase for each response was referenced to the phase in
response to that frequency at 90 dB SPL~e.g., Andersonet al., 1971!. Right: Rates and phases for the response area of an actual AN fiber with the same CF
from Andersonet al. ~1971, Fig. 8; with permission!. The levels chosen for the model simulation~20–70 dB SPL! were selected to approximately match the
levels, with respect to threshold, of Andersonet al.’s data set~i.e., note that the response of the model at 20 dB SPL is similar to the AN fiber’s response at
40 dB!.
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and below-CF suppressors are further illustrated by the frac-
tional response curves~dotted lines, Fig. 14! which show the
ratio between the response to the CF tone alone and the
two-tone complex~Sachs and Abbas, 1976!.

Addition of a suppressor tone affects not only the rate of
the response to a tone at CF, but also its phase~e.g., Deng
and Geisler, 1985!. Figure 15~a! illustrates rate-level func-
tions in response toF1 ~a tone at CF, 2900 Hz! and to the
two-tone complex,F11F2, whereF2 is a suppressor tone
at 4700 Hz with a fixed level of 50 dB SPL. Figure 15~b!

FIG. 12. Excitatory-tuning~line! and suppression-tuning~plusses! curves
for model fibers with a CF at~a! 1 kHz and~b! 2 kHz. Suppression thresh-
olds were measured using the algorithm of Delgutte~1990!. Two 50 ms
stimuli ~combination of suppressor tone and CF tone and CF tone alone!
were presented in alternation and the average discharge rate was calculated
over 200 repetitions. The level of CF tone was set to produce 2/3 of the
saturated rate response in the model AN fiber~typically at 20 to 25 dB SPL!.
The suppressor threshold was then found as the level of the suppressor that
resulted in a 10 sp/s decrease in the response to the combined tones as
compared to the response to the CF tone alone. The bandwidth of the
suppression-tuning curve is mainly determined by the wide-band filter in the
control path.

FIG. 10. Response area rates~a! and phases~b! for a model fiber with CF
equal to 10 kHz. The phases are measured from the output of the signal-path
filter; rolloff of phase-locking precludes using phase-locked discharge times
to illustrated the level-dependent phase properties of the high-CF model
fiber. Phases are referenced to the phase of the response at each frequency at
80 dB SPL, as in Ruggeroet al. ~1997!. ~c! For comparison, phases re-
sponses from the 10 kHz place of the basilar membrane of chinchilla~see
Fig. 14 in Ruggeroet al., 1997; data are replotted here using the same
convention as Fig. 9!.

FIG. 11. Maximum synchronization coefficient of model AN fibers to CF
tones as a function of CF~solid curve!. Each coefficient was computed as
the peak of the sync-level function~see Fig. 7! for a model fiber at each CF.
The stimulus was 100 ms in duration with 3.9 ms rise/fall times. The syn-
chronization coefficients were computed from the 10–100 ms time window
referenced to the stimulus onset. Maximum synchronization coefficients for
a population of AN fibers in cat~Johnson, 1980! are plotted~crosses! for
comparison.
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shows the phase of the phase-locked responses toF1 alone,
and the phase of the response to theF1 component in the
two-tone complex,F11F2. The trends seen in the model
phase are similar to those reported by Deng and Geisler
@1985, Figs. 15~c!, ~d!# for the majority of AN fibers. The
main effect that they reported, also seen in the model re-
sponse, is that addition of the suppressorF2 causes an in-
crease in phase lag~where phase lag is the phase delay of the
response with respect to the stimulus phase!. The change in
phase is seen in the response toF1 at levels ofF1 where
rate-suppression is seen; at higher levels ofF1, where the
model rate-level functions in response toF1 and F11F2
converge@Figs. 15~a!, ~c!# the model phase functions in re-
sponse toF1 andF11F2 also converge@Figs. 15~b!, ~d!#;
similar trends were reported for AN fibers~Deng and Gei-
sler, 1985!. Note that the change in phase with level of the
model response toF1 is much less than for the AN data; this
discrepancy is consistent with the fact that CF is level-
dependent in AN fibers in this CF range while the model CF
is level-independent. A change in phase in response to the
CF tone of the AN fiber is also consistent with the possibility
that the CF of the actual AN fiber was not exactly equal to
the frequency chosen forF1 ~whereas in the model, the CF
is known!; a mismatch between CF andF1 would result in
level-dependent phase~as illustrated in Fig. 9!.

The final aspect of the nonlinear response of the model
to two-tone complexes illustrated here are the combination
tones, or distortion products~Fig. 16!. In this figure, the
magnitudes of the components in the signal-path filter in
response toF1, F2, and the distortion products 2F12F2
and 2F22F1, are shown. Although this filter-bank model
does not provide a medium for propagation of the distortion
products to the place tuned to the distortion product fre-
quency, it is still possible to examine the trends of the low-
level distortion products created by a nonlinear filter model
~e.g., Goldstein, 1995!. Figure 16~a! shows the response of
the model’s signal-path filter~shown as the magnitude of the
Fourier component at the frequency of interest! to a CF tone
alone, to 2F22F1 with F2/F151.1 and 1.2, and to 2F1
2F2, with F2/F151.1. In each case,F1 andF2 have equal
amplitudes, and their frequencies are chosen such that the
frequency of the combination tone is equal to the model CF
of 8.5 kHz, chosen to match the CF of the example in Robles
et al. @1991, Fig. 16~b!#. The trends in the level-dependence
of both of these distortion products as a function of level,
and for differentF2/F1 ratios, are consistent with measure-
ments from the basilar membrane. The amplitudes of the
distortion products in the model are lower than those re-
ported by Robleset al. ~1991!, which might be expected due
to the fact that propagation of the distortion products and

FIG. 13. Two-tone suppression tuning curve for a model fiber with CF equal to 8.6 kHz~left! in comparison to and AN fiber with the same CF~right,
Delgutte, 1990; with permission!. The upper panels show excitatory and suppression tuning curves~see Fig. 12 caption!. The lower panels show growth of
suppression for suppressors at several frequencies. The level of the CF tone required to maintain a criterion rate~2/3 of saturated rate!, in the presence of the
suppressor tone, is plotted as a function of the suppressor level~Delgutte, 1990!. The asymmetry in high-side and low-side growth rate is comparable with
experimental results from Delgutte~1990! for low-CF AN fibers, but underestimates the asymmetry for high-CF AN fibers.
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FIG. 14. Different properties of suppression for above- and below-CF suppressors. Responses of two model fibers and two AN fibers to tones at CF and
two-tone complexes.~a! Model fiber with CF56 kHz. Suppressor frequency is 8 kHz, and suppressor level is 25 dB SPL above that of the CF tone.~b! Model
fiber with CF58 kHz. Suppressor frequency is 2 kHz, and suppressor level is 20 dB SPL above that of the CF tone.~c! AN fiber from Sachs and Abbas~1976,
their Fig. 4! with the same CF and suppressor parameters as the model fiber in panel a.~d! AN fiber from Sachs and Abbas~1976; with permission! with the
same CF and suppressor parameters as the model fiber in panel b. Driven rate is the sustained rate~computed over the 25–45 ms window of the 60 ms duration
stimulus; 500 repetitions were used! minus spontaneous rate. The fractional response~open circles! is the ratio of the driven rates in response to the CF tone
and to the two-tone complex.

FIG. 15. Effect of a suppressor on the rate and phase of the response to a tone at CF.~a! Rate-level functions for response of model fiber with CF equal to
2900 Hz.F1 is at the CF, andF2 is 4700 Hz. The level of the tone atF2 is 50 dB SPL.~b! The phase of the phase-locked response toF1 is shown as a
function of the level of theF1 tone. Responses are shown for responses toF1 alone, and for the phase of theF1 component of the response toF11F2. ~c!
Rate, and~d! phase for a comparable example from Deng and Geisler~1985; with permission!. The level of the suppressor in their figure was 90 dB.
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associated amplification are not included in the model~cf.
Goldstein, 1995!.

Arbitrary input waveforms can be used as inputs to the
model, which allows the study of the detailed temporal and
statistical response properties for complex sounds. Figure 17
illustrates the temporal responses of a model fiber with a CF
of 1 kHz to two broadband stimuli, clicks and wide-band
noises. Both responses show periodicities in the PST histo-
grams that are dominated by the CF of the model fiber. The
representation in the model response of the envelope of the
complex sound is influenced by the peripheral filtering. Rep-
resentation of envelope properties in the model responses are

qualitatively appropriate. A quantitative analysis of the en-
velope response properties of the model is not addressed
here.

The empirical statistics of AN-fiber discharge counts
~e.g., mean and variance! are important for evaluating poten-
tial coding schemes in the auditory nerve. Several reports
~e.g., Young and Barta, 1986; Winter and Palmer, 1991!
show that the empirical discharge-count statistics differ from
the behavior of a Poisson process. Differences from Poisson
statistics are partly due to the effects of refractoriness~Teich
and Lachs, 1979!. Figure 18~a! shows the mean and standard
deviation of sustained-rate responses of a 1 kHz CF model

FIG. 16. ~a! Amplitude of the distortion products~or combination tones! in the model response as a function of level for equal-intensity two-tone complexes.
The frequencies of the primary tones were chosen so that the frequency of the distortion product~i.e., 2f 1 – f 2, or 2f 2 – f 1! was matched to the model CF~8.5
kHz!. The level-dependent trends of the distortion products are similar to those measured on the basilar membrane~b! ~Robleset al., 1991; with permission!.
The amplitudes of the model distortion products are not as large as in the data, especially for the 2f 1 – f 2 distortion product. The low-amplitude model
responses are consistent with the lack of a propagation medium in this filterbank model; the gain that would be experienced by a component as it travelled to
the best place along the basilar membrane is not included here~see Goldstein, 1995!.

FIG. 17. Model fiber responses for CF of 1 kHz to click and noise waveforms. The top panels show the stimulus waveforms, middle panels show the response
of the signal-path filter, and lower panels show PST histograms of response to 500 repetitions. The click stimulus is 200ms long and 70 dB SPL~peak
equivalent!. The Gaussian noise stimulus has a bandwidth of 10 kHz and was presented at 50 dB SPL rms.
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fiber to a CF tone and to a wide-band noise as a function of
level. The model shows a wider dynamic range for noises
than for tones~Schalk and Sachs, 1980; May and Sachs,
1992!. Figure 18~b! shows the standard deviation of the
model-response rate as a function of the mean discharge
count for both CF tones~crosses! and noise~plusses!. The
dotted line is a fit~from Winter and Palmer, 1991! to the
experimental data of Young and Barta~1986!, and the
dashed line is the standard deviation expected for a Poisson
process. The statistical responses of the model fiber are con-
sistent with physiological responses as summarized by the
dotted line.

The revcor function is a useful estimate of the AN fi-
ber’s impulse response based on responses to wide-band
noise~de Boer and de Jongh, 1978!. The revcor filters esti-
mated from model noise responses at different levels are il-
lustrated in Fig. 19~a! and show changes in bandwidth as a
function of the input level that are comparable to actual AN
revcor filters @Fig. 19~b!# ~Carney and Yin, 1988!. The
changes in bandwidth of the revcor filters are relatively small

for low-CF AN fibers ~cf. Evans, 1977; de Boer and de
Jongh, 1978; Carney and Yin, 1988! due to the relatively
small gain of the cochlear amplifier at low CFs. However,
the level-dependent changes in phase near the CF~Fig. 19!
associated with these changes in bandwidth represent signifi-
cant level-dependent temporal shifts of the AN discharge
times at low frequencies that have been hypothesized to be
important for level encoding~Carney, 1994!. Recent studies
have quantified the information contained in these nonlinear
temporal response properties and have shown that they con-
tribute significant information for level encoding that is not
included in the average-rate responses of the majority of AN
fibers ~Heinz et al., 1999, 2001; Colburnet al., 2001!.

IV. DISCUSSION

This report describes a phenomenological model for AN
responses that includes the major nonlinearities associated
with the cochlear amplifier. The model has compressive gain
in response to tones at CF, nonlinear bandwidth and phase,
and two-tone suppression. The model has asymmetric
growth of two-tone suppression, i.e., suppression-growth is
greater for tones below CF than for tones above CF. This
property has been difficult to incorporate into previous mod-
els that predict responses to arbitrary stimuli~Delgutte,
1990!. Other aspects of the model discharge properties for
high-spontaneous-rate fibers are also appropriate, including
saturating rate-level functions, the drop in synchrony as a
function of CF, and the statistical nature of discharge counts
across a range of discharge rates. The responses of this
model to a wide range of simple and complex stimuli pro-
vide reasonably accurate representations of the discharge
rates and discharge times of AN fibers across a wide range of
CFs and levels.

Physiological data show that the active process of the
basilar membrane is affected by a wide region of the basilar
membrane~Delgutte, 1990; Zhao and Santos-Sacchi, 1999!.
It has also been shown that tones at frequencies above and
below CF have different effects on nonlinear tuning~Del-
gutte, 1990; Ruggeroet al., 1992!. Experimental data on
IHCs and AN suppression tuning curves also suggest that the
OHCs responsible for enhancing vibration of a group of
IHCs are located basal to the IHCs~Patuzzi, 1996!. The cur-
rent model’s time-varying wide-band filter in the control
path, which is shifted slightly basal to the AN-fiber CF, is
used to represent the effect of the local and neighboring
OHCs on responses of the signal-path filter.

Several AN response properties were not included in
this model and are challenges for future modeling studies.
For example, the model does not include tails of tuning
curves ~Kiang and Moxon, 1974; Liberman and Kiang,
1978!, the glide in instantaneous frequency in the AN im-
pulse response that is related to the level-dependent shift in
best frequency~Carneyet al., 1999!, the dramatic changes in
rate and phase in response to tones~i.e., simple-tone inter-
ference! and clicks at high sound levels~Kiang, 1990; Rug-
gero et al., 1996; Lin and Guinan, 2000!, the effects of
middle- and external-ear acoustics~Rosowski, 1996!, the ef-
fects of efferents on the rate and timing of AN discharges
~Wiederhold, 1986; Guinan, 1996!, and low and medium

FIG. 18. ~a! Rate-level functions~mean and standard deviation! for re-
sponses to tones at CF and to wide-band noises for a model fiber with a CF
of 1 kHz. Discharges in the 1.25–51.25 ms time window were counted for
200 repetitions of each stimulus. The Gaussian noise stimulus has a band-
width of 10 kHz. The responses to the noise are shifted to the right~with
respect to the tone responses! because they are plotted as a function of dB
SPL rms.~b! Standard deviation versus mean discharge counts for tone and
noise responses. The dotted line is the fit to Young and Barta’s~1986! data
used by Winter and Palmer~1991!, and the dashed line is the standard
deviation for a Poisson process.
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spontaneous rates~Liberman, 1978!. In addition, as dis-
cussed above, the filterbank nature of this phenomenological
model precludes explanation of phenomena that depend upon
propagation of signals along the basilar membrane, such as
the overall phase properties and propagation of combination
tones to the position along the basilar membrane tuned to the
distortion tones~see Goldstein, 1990, for a description of this
limitation!.

Inclusion of the tails of the tuning curves may play an
important role in understanding population responses to
moderate- to high-level broadband stimuli, such as speech
sounds, in which significant energy at low frequencies may
influence responses of neurons over a wide range of CFs.
Also, the glide in the instantaneous frequency of the impulse
responses will influence both the rate and timing of dis-
charges for most AN fibers over a wide range of stimulus
levels. Because this property interacts with the nonlinear tun-
ing to produce shifts in frequency tuning with sound level
~Recioet al., 1996; Carneyet al., 1999!, this property is im-
portant to explore in future models that include nonlinear
tuning.

The model described here represents a significant exten-
sion of our previous modeling efforts~Carney, 1993! in that
the nonlinear tuning is much more accurate without a signifi-
cant increase in the complexity of the model, and the model

has been extended to high CFs. The gain and bandwidth of
each AN fiber were influenced by a broad frequency range
surrounding the fiber’s CF, which resulted in more accurate
two-tone suppression. One aspect of the two-tone suppres-
sion property that was not accurately captured in this model
was the degree of asymmetry in the growth of suppression
with suppressor level. The asymmetry of the model is similar
to that described for low-CF fibers, but not as strong as re-
ported for high-CF fibers~Delgutte, 1990!. A future model
that includes CF-dependent shifts in frequency with level, in
both the signal path and the control path, might be able to
accurately simulate this aspect of two-tone suppression. In-
clusion of the CF-dependent glide in the instantaneous fre-
quency of the impulse responses~Carneyet al., 1999! may
be sufficient to make this aspect of two-tone suppression
more accurate. In addition, interactions between mechanisms
for two-tone interaction and tail mechanisms in future mod-
els would be expected to influence the asymmetry of growth
of suppression.

Extension of this model to include low- and medium-
spontaneous-rate fibers is motivated by the need for accurate
descriptions of these responses to examine their potential
role in level encoding of pure tones, as well as complex
sounds. It is also important to explore the different
spontaneous-rate groups in the context of a nonlinear model,

FIG. 19. ~a! Spectral magnitude and phase of the revcor filters of a model fiber with CF of 510 Hz measured from responses to wide-band noise presented
at several levels. The functions were calculated by averaging 15 ms of the stimulus prior to each discharge time that resulted from a 10 s noise stimulus
presented for five repetitions. A Hamming window was used to calculate the frequency responses. The amplitudes of the filter responses were normalizedto
0 dB at CF~Carney, 1993; Carney and Yin, 1988!. Noise levels are given in dB SPL rms.~b! Examples of revcor functions at several levels for actual cat AN
fiber with CF equal to 510 Hz~Unit ID: U86166-39, recorded as part of a previous study; Carney and Yin, 1988!.
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since the slopes and dynamic ranges of their rate-level func-
tions are strongly influenced by the cochlear amplifier~e.g.,
Yateset al., 1992!. In addition, the ability of this model to
simulate responses over a wide range of CFs is important to
the further study of models for AN fibers with different
spontaneous rates. The change in the amount of compression
~or equivalently, the change in the gain of the cochlear am-
plifier! as a function of CF has strong implications for the
roles of the different spontaneous-rate fibers in encoding
stimulus features at different CFs~Heinzet al., 1999, 2001!.
A nonlinear model for AN responses over a wide range of
CFs and spontaneous rates will allow quantification of the
information encoded by these fibers~e.g., Colburnet al.,
2001!.

Another direction for extension of this model is to com-
bine the nonlinear filterbank approach used here with some
aspects of the parallel signal-processing pathways of the
MBPNL approach. Such an effort might allow explanation of
a wider range of phenomena than can be explained by either
model independently. The tails of tuning curves~Goldstein,
1990!, the multiple modes of excitation that are suggested by
Lin and Guinan’s~2000!, and the level-dependent phase re-
lationship between tip and tail phenomena suggested by
these and other AN responses~e.g., Goblick and Pfeiffer,
1969; Lin and Goldstein, 1995! are examples of phenomena
that could be approached by combining aspects of these two
modeling approaches. The present modeling approach pro-
vides a useful description of both rate and temporal~includ-
ing nonlinear phase! response properties from excitation
modes associated with the active cochlear process, while the
MBPNL approach provides a valuable framework for mod-
eling response properties associated with the combination of
multiple modes~either active or passive!.
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APPENDIX

The IHC-AN synapse model is a time-varying imple-
mentation of Westerman and Smith’s~1988! three-store dif-
fusion model that allows simulations of responses to arbi-
trary stimuli. The three stores are the immediate~I!, local
~L!, and global~G! stores. The concentration~C! at each
store varies as the ‘‘substance’’ to be released diffuses; the
concentration differences and the permeability~P! at each
boundary regulate the rate of diffusion.

The local and global permeabilities and the three vol-
umes are constant values; these values are specified in terms
of time constants for diffusion and response amplitudes that
can be estimated from the literature and adjusted based on
the shape of the model’s PST histogram. The desired re-
sponse properties, based on PST histograms in response to
tones, are used to set the parameter values for the steady-
state discharge rate,ASS; spontaneous rate,spont; rapid time
constant for adaptation,tR ; short-term time constant for ad-
aptation,tST; the ratio of rapid response amplitude to short-
term response amplitude,AR/ST; the maximum immediate
permeability,PI max; and the peak-to-sustained response am-
plitude ratio, PTS.

Several intermediate parameters can then be determined
from those above. The onset rate, rapid and short-term re-
sponse amplitudes, resting permeability and global concen-
tration are computed as follows:

AON5PTSASS, ~A1!

AR5~AON2ASS!
AR/ST

~11AR/ST!
, ~A2!

AST5AON2ASS2AR , ~A3!

Prest5PI max

spont

AON
, ~A4!

CG5
spont~AON2spont!

AONPrest~12spont/ASS!
. ~A5!

The volumes of the three stores are then computed; first
several intermediate parameters are defined as~see Wester-
man and Smith, 1988!:

g15CG /spont, g25CG /ASS,
~A6!

k1521/tR , k2521/tST.

Following the strategy of Westerman and Smith~1988!,
the immediate volume is computed as:

VI05
12PI max/Prest

g1$@AR~k12k2!/~CGPI max!#1k2 /~Prestg1!2k2 /~PI maxg2!%
, ~A7!

VI15
12PI max/Prest

g1$@AST~k22k1!/~CGPI max!#1k1 /~Prestg1!2k1 /~PI maxg2!%
, ~A8!

VI5
VI01VI1

2
. ~A9!

667 667J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Zhang et al.: Phenomenological AN model



Several other intermediate parameters are useful for the deri-
vation of the other volumes and permeabilities:

a5
g2

k1k2
, b52~k11k2!a, u15aPI max/VI ,

~A10!
u25VI /PI max, u35g221/PI max.

Then, the local and global permeabilities can be specified as:

PL5S b2u2u3

u1
21D PI max, ~A11!

PG5
1

u321/PL
. ~A12!

The local volume and concentration, and the resting value of
the immediate concentration, are set as follows:

VL5u1PLPG , ~A13!

CI rest5spont/Prest, ~A14!

CL rest5CI rest

~Prest1PL!

PL
. ~A15!

The voltage-dependent immediate permeability,PI var-
ies with the IHC-model voltage,VIHC, through a soft-rectifier
specified as:

PI~ t !5
PSL

PST
log~11ePSTVIHC~ t !!

where PSL5PrestPST/ log~2!

and PST5 log~2Vsat/Prest21!, ~A16!

wherePrest is the resting value of the immediate permeabil-
ity, and Vsat sets the saturation voltage for the soft rectifier.
The value ofVsat varies with CF, in order to maintain the
threshold of the model fibers at about 0 dB SPL at CF:

Vsat~CF)518.54PI maxKCF

where KCF5max@1.5,213 log10~CF/1000!#.
~A17!

Note that Eqs.~17! and ~18! in the text provide simple nu-
merical descriptions for the IHC-synapse model expressions
shown above;p1 in the text is equivalent toPSL /PST andp2

is equal toPST.
The difference equations for the concentrations of the

stores in the diffusion model are as follows:

CI ~kT1T!5CI~kT!1
T

VI
$@2PI~kT!CI ~kT!#

1PL@CL~kT!2CI~kT!#%, ~A18!

CL~kT1T!5CL~kT!1
T

VL
$2PL@CL~kT!

2CI~kT!#1PG@CG2CL~kT!#%, ~A19!

where T is the sampling time used in the simulation. The
initial values are set as follows:CI(0)5CI rest, CL(0)
5CL rest, and PI(0)5Prest. Finally, the output of the syn-
apse model is:

S~kT!5CI~kT! PI~kT!. ~A20!

1The code will be made available on the Earlab website at Boston Univer-
sity: http://earlab.bu.edu

2The order of this low-pass filter influences the strength of harmonic distor-
tions in the model responses. For filter orders less than three, the harmonic
distortions seen in the tuning curves and response areas are much stronger
than those observed in reports of these measures in the literature of AN
responses~e.g., Kianget al., 1965; Andersonet al., 1971; Roseet al.,
1971; Liberman, 1978!.
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Distinguishing cochlear pathophysiology in 4-aminopyridine
and furosemide treated ears using a nonlinear systems
identification technique
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To test the adequacy of physiologic indices derived from a third-order polynomial model
quantifying cochlear mechano-electric transduction~MET!, 24 Mongolian gerbils were exposed to
either 250-mM glucose~control!, 150-mM 4-aminopyridine~4-AP!, or 30-mM furosemide solutions
applied to the round window~RW! membrane. The cochlear microphonic~CM! was recorded from
the RW in response to 68- and 88-dB SPL Gaussian noise. A nonlinear systems identification
technique ~NLID ! provided the frequency-domain parameters and physiologic indices of the
polynomial model of MET. The control group showed no change in both compound action potential
~CAP! thresholds and CM. Exposure to 4-AP and furosemide resulted in a similar elevation in CAP
thresholds and a reduction in CM. However, the polynomial model of MET showed different
changes. The operating point, slope, and symmetry of the MET function, the polynomial model
parameters, and related nonlinear coherences differed between the experimental groups. It is
concluded that the NLID technique is sensitive and specific to alterations in the cochlear physiology.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1340644#

PACS numbers: 43.64.Nf, 43.64.Kc, 43.64.Gz@LHC#

I. INTRODUCTION

The major function of the inner ear is to convert the
acoustic energy into electric signal to be sent to the central
auditory system. This is accomplished by mechano-electric
transduction~MET!, in which cochlear partition motion is
transformed into an electric signal via deflection of the hair
cell stereocilia. Cochlear MET is highly nonlinear~Dallos,
1973! and many hearing disorders in the inner ear can alter
the characteristics of MET and its nonlinearity. These alter-
ations may occur either due to ultrastructural changes in the
cochlear partition~Saunderset al., 1991!, or via modifica-
tions of the electric properties of the hair cells~Salt and
Konishi, 1986!. An electric potential which reflects cochlear
mechanics is the cochlear microphonic~CM!. The CM is an
ac potential that can be measured as a spatial summation of
receptor currents passing through outer hair cells~OHCs!.
These electric currents, carried predominantly by K1 ions
~Corey and Hudspeth, 1979; Zuccaet al., 1982!, are modu-
lated by the vibration of the cochlear partition, and thus can
be used as an index of cochlear function~Patuzzi et al.,
1989!.

Recently, we have applied a nonlinear systems identifi-
cation ~NLID ! technique~Bendat and Piersol, 1986, 1993;
Bendat, 1990, 1998! to the CM evoked by random noise to
characterize cochlear MET in normal and hearing-impaired
gerbils ~Chertoff et al., 1996, 1997; Bian and Chertoff,
1998a, 1998b!. The NLID analysis procedure provided the
parameters of a third-order polynomial model of cochlear
MET in the frequency domain

y~ f !5A1~ f !x1A2~ f !x21A3~ f !x31dc, ~1!

wherey is the CM output in volts,x is the acoustic input in
pascals, and the ‘‘A’’s are the polynomial coefficients. A
series of physiologic indices characterizing MET was de-
rived from further mathematical explorations of the polyno-
mial coefficients. These indices included slope, maxima,
minima, and saturation sound-pressure levels at maxima
(SPLmax) and minima (SPLmin), operating point~OP!, dy-
namic range~DR!, operating range~OR!, and symmetry
~Fig. 1!. In a previous experiment~Bian and Chertoff,
1998b!, exposure to an 8-kHz pure tone and round window
~RW! application of salicylate resulted in different changes
in the polynomial parameters and physiologic indices, even
though the induced hearing losses were similar. These
changes in the physiologic indices were in agreement with
the results of Patuzzi and Moleirinho~1998!, who demon-
strated that a Boltzmann function of MET modified its pa-
rameters following either acoustic trauma or perfusion of
salicylate through scala tympani~ST!. The results of our pre-
vious studies indicated that the physiologic indices were both
sensitive and specific to alterations in cochlear physiology.

To further test the adequacy of the physiologic indices in
the differential diagnosis of cochlear hearing losses, it is nec-
essary to apply them to other pathologic conditions. Since
our previous results suggested that damaging the transduc-
tion channels in the OHC stereocilia by noise exposure re-
duced the CM and altered the physiologic indices of MET,
could other pathologies that block the K1 currents be distin-
guished by the polynomial model of MET? One candidate
for the K1-channel blockers is 4-aminopyridine~4-AP!
~Hille, 1992!, which has been widely used to study the K1

currents of cochlear hair cells~Kros and Crawford, 1990;
Mammano and Ashmore, 1996; Nenovet al., 1997!. Another
agent that can reduce the ion currents passing through the
OHCs is ototoxic drug furosemide, which blocks the K1a!Electronic mail: mchertof@kumc.edu
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secretion from the stria vascularis~Brown and Feldman,
1978; Pike and Bosher, 1980!. In our previous study~Bian
and Chertoff, 1998b!, the CM was increased by salicylate
and decreased by pure-tone exposure. However, both furo-
semide and 4-AP should reduce the receptor currents; thus,
distinguishing between the pathophysiologies induced by
these two drugs should be a more challenging task. The pur-
pose of this study was to determine if the parameters of the
polynomial model of MET and associated physiologic indi-
ces could distinguish between 4-AP and furosemide ototox-
icity.

II. METHODS

A. Experimental design

Mongolian gerbils~Meriones unguiculatus! were used
as experimental subjects in this study. The ‘‘Animal Welfare
Act’’ of the U.S. government, and the ‘‘Guide for the Care
and Use of Laboratory Animals’’ of the National Institute of
Health~NIH! were followed in the experiments. A total of 24
animals, equal number of male and female, weighing be-
tween 50 and 71 grams, was randomly assigned to a control
group and two experimental groups. The number of subjects
per group (n58) was determined by performing a statistical
power analysis on the normative data that have been accu-
mulated from 96 gerbils in our laboratory~Chertoff et al.,
1996, 1997; Bian and Chertoff, 1998b!. The experimental
groups received either a 4-AP, or a furosemide solution ap-
plied on the RW. The control animals received a sham solu-
tion of D-glucose which has a formula weight~FW! between
4-AP and furosemide, but no ototoxic effect.

Since all the animals were to receive chemical solutions
as treatments, we adopted a ‘‘double-blind ’’ design in the
present study to minimize the bias of the experimenter.
Three solutions were made prior to each experiment, from
which one solution was randomly selected and coded by a
computer program. Then, the selected solution was given to
the experimenter for the treatment of the animal. After

completion of the data collection and NLID analysis on all
the subjects, the codes were broken for further analysis. To
increase the statistical power and reduce the variability in the
data, a within-subject repeated-measure design was em-
ployed. For each animal, the CM responses to Gaussian
noise were recorded three times, two recordings before and
one after the treatment.

B. Drug preparation

A preliminary study showed that applying either 4-AP
or furosemide onto the RW for 10 min produced an acute
high-frequency compound action potential~CAP! threshold
shift. Pharmacodynamic data demonstrated that both
150-mM 4-AP and 30-mM furosemide could achieve a simi-
lar high-frequency threshold shift. The audiometric configu-
ration and the extent of the hearing loss were also similar to
animals exposed to a 110-dB SPL 8-kHz pure tone for 10
min or a 100-mM salicylate solution~Bian and Chertoff,
1998b!. No threshold shift at any frequency of interest was
found after the treatment of glucose solution, even at a con-
centration as high as 600 mM. To equalize the osmolarities
among the treatment solutions, a concentration of 250 mM
glucose was adopted for the control group.

All the chemicals were dissolved in phosphate buffered
saline~PBS! with concentrations predetermined in the pilot
study, i.e., 30-mM furosemide~Sigma F-4381, FW5330.7!,
150-mM 4-AP ~Sigma A-0152, FW594.12!, and 250-mM
D-glucose~Sigma G-8270, FW5180.2!. In order for furo-
semide to dissolve fully, a minimal amount of 10N NaOH
was added in the solution~AHFS, 1999!. Then, thepH val-
ues of all solutions were adjusted to 7.3 by adding 5N HCl.
The osmolarities~5500 vapor pressure osmometer, Vescor!
of the solutions were carefully balanced. The mean osmolar-
ity of the furosemide solutions was about 350 mOsmol/kg
H2O, whereas that of 4-AP was 491616 ~s.d.! mOsmol/kg
H2O. To compensate for this difference, D-glucose was
added to the furosemide solution to increase the osmolarity.

FIG. 1. Illustration of the MET transduction curve and
the physiologic indices. SV and ST represent the direc-
tions of the input sound pressure towards scala vestibuli
and scala tympani.
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The osmolarity of 30-mM furosemide in 150-mM glucose
was 470617 ~s.d.! mOsmol/kg H2O, close to the 4-AP so-
lution. The control solutions maintained an average osmolar-
ity of 493629 mOsmol/kg H2O, matching the other two
treatment solutions. The chemical components and the physi-
cal chemistry properties of the solutions for each group are
listed in Table I.

C. Experimental procedure

Animal preparation and experimental procedure were
described previously~Bian and Chertoff, 1998b!. Briefly, the
animals were anesthetized with pentobarbital~64 mg/kg, i.p.!
and maintained with 1/3 of initial dose given~i.m.! every
hour. Rectal temperature was monitored and maintained at
37 °C by a homeothermic blanket~Harvard!. The right bulla
was exposed and opened to place a ball-tip silver wire elec-
trode on the RW along side with a cotton wick to absorb the
fluid in the RW niche. The bulla was kept open throughout
the experiment. Acoustical stimuli were delivered by a
m-metal shielded headphone~Etymotic ER-2! via a closed
tube connected to the bony external ear canal. At the end of
the tube, a calibrated probe microphone~ER-7C! was sealed
about 5 mm from the umbo of the tympanic membrane to
monitor the signal levels and record the stimuli. A needle
electrode was inserted into the neck musculature to serve as
a ground.

At the beginning of the experiment, a CAP audiogram
was estimated for frequencies of 1, 2, 4, 8, and 16 kHz with
visual detection of N1 on a digital storage oscilloscope~Hi-
tachi VC-6045A!. The CAP threshold was determined by
reducing the intensity of the tone burst in 2-dB steps until a
50% visually detectable level. Only animals with normal
hearing, i.e., CAP thresholds no higher than 25 dB SPL
across the whole frequency range, were used in the study.
Then, the CM in response to Gaussian noise was recorded
twice separated by a 10-min rest. Next, two drops of the
treatment solution were dripped into the RW niche and kept
for 10 min. Once the solution was dried with cotton wicks, a
third recording of CM response to Gaussian noise initiated.
Immediately after the third CM recording, a CAP audiogram
was obtained. The CAP threshold at 16 kHz was monitored
for 90 min from the beginning of the treatments to map the
time course of the threshold shift.

D. Signal processing and data analysis

Gaussian noise of 250 ms duration, windowed with a
5-ms cos2 ramp, was used to evoke the CM. The noise was
presented at 68 and 88 dB SPL in random order. The signal

level of the Gaussian noise was maintained at the desired
level by automatically adjusting the attenuator according to
the measured input rms from the probe microphone. The
noise spectrum was equalizedin situ between 0.1 and 10.24
kHz with an inverse filter method~Chertoff and Chen, 1996!.
The noise was limited below 11 kHz to minimize the out-of-
phase cancellation in the CM recorded from the RW. Tone
bursts 2 ms in duration, with a 1-ms cos2 rise and fall shape,
were used to elicit CAP. All the acoustic signals were gen-
erated in an array processor~Tucker-Davis Technology, TDT
AP2!, sampled at 65.536 kHz in a 16-bit digital-to-analog
converter~TDT DA1!, and sent to a headphone buffer~TDT
HB6!.

Electric responses from the cochlea were amplified 500
times and bandpass filtered between 0.03–30 000 Hz~12 dB/
octave! by a low-noise preamplifier~Stanford SR560!. The
signals were subsequently low-pass filtered at 16 kHz~54
dB/octave!, further amplified 10 times by a dual variable
filter ~Steward VBF 10M!, and digitized at 65.536 kHz~TDT
AD2!. The Gaussian noise and the corresponding CM re-
sponse were averaged ten times and saved as an input/output
record. At each signal level, ten records were obtained from
ten different sequences of Gaussian noise. The NLID proce-
dures were followed to analyze these records~MATLAB 5.3,
MathWorks!. First, the time-domain signal was Hanning
windowed with 50% overlapping to correct the energy loss
in the spectrum~Bendat and Piersol, 1986!. Second, the
frequency-domain coefficients of the polynomial model of
MET were obtained by the ratio of the cross-spectral density
function and the conditioned input autospectral density func-
tion for each path in the model~Chertoffet al., 1996; Bendat
and Palo, 1990; Bendat and Piersol, 1986!. Third, physi-
ologic indices that characterize MET were derived in a man-
ner identical to our previous work~Chertoff et al., 1997!.
Figure 1 shows the physiologic indices on an MET curve
plotted from the third-order polynomial model.

E. Statistical analysis

Two change scores of each dependent variable among
the three consecutive recordings were obtained by subtract-
ing the value of an earlier recording from the next one. The
first change score represents the effect of the 10-min rest,
whereas the second is the effect of the treatment. These dif-
ference scores for each group were submitted to a three-way
~group, time, frequency! repeated-measure analysis of vari-
ance ~ANOVA ! ~STATISTICA 5.0, StatSoft!. If the general
ANOVA was significant, a two-way~group, frequency!
ANOVA was performed for rest and treatment conditions
separately. If there was a significant group3 frequency in-
teraction, the two experimental groups were compared with
each other using a between-group one-way ANOVA. When
the homogeneity of variance and sphericity assumptions
were violated, the Huyn–Feldt procedure was adopted to ad-
just the degrees of freedom~Keppel, 1991!. The effect sizes
(h2) for the group, frequency, and frequency3 group ef-
fects were estimated~Young, 1993!, and categorized with
Cohen ’s criteria~1988!. The same statistical procedure was
applied to the CAP threshold shifts. If a group3 frequency
interaction was significant, a Newman–Keulspost hoccom-

TABLE I. Chemical components and physical chemistry properties of the
treatment solutions.

Dosage Glucose Osmolaritya

Group ~mM! ~mM! (mOsmol/kg H2O) pHa

Control 0 250 492.8629.4 7.2760.03
Furosemide 30 150 470.2617.0 7.2960.04
4-AP 150 0 491.2616.4 7.2660.07

aMean6 s.d.
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parison was made to determine the frequencies where the
threshold shifts differed between two groups. Ap value of
less than 0.05 was considered statistically significant.

III. RESULTS

A. Hearing loss

1. Audiograms

The CAP audiogram was constructed by subtracting
thresholds before treatment from thresholds after treatment
for each frequency. The mean and standard deviation of
threshold shift for the three groups are shown in Fig. 2. No
considerable threshold change across the whole frequency
range was detected after dripping the control solution of glu-
cose. However, a similar high-frequency hearing loss was
found in the ears that received either 4-AP or furosemide
solution. The largest threshold shift, approximately 32 dB
SPL, occurred at 16 kHz for both experimental groups. The
average threshold shift at 8 kHz was 20 dB SPL for the 4-AP
group and 24 dB SPL for the furosemide group. These
threshold shifts were significantly different from the control
group. At 4 kHz and below, the 4-AP group had an average
of 2 dB SPL threshold change, which was not significantly
different from the control, whereas the furosemide group had
a threshold shift about 5–7 dB SPL that was significantly
different from the control.

2. Kinetics of threshold shift

The CAP threshold at 16 kHz was monitored from the
beginning of the treatment for up to 90 min for all the ani-
mals. The purpose of monitoring threshold was to ensure that
the CM recording was made at the time when the animal had
the largest threshold shift and no considerable recovery of
the threshold. The time courses of the threshold shift in the
three groups are illustrated in Fig. 3. It is apparent that glu-
cose did not result in any threshold shift~top panel!. How-
ever, the 4-AP and the furosemide exposure yielded a 30–

40-dB SPL threshold shift after the 10-min exposures~lower
two panels!. Following the maximum threshold shifts, there
were slow recoveries of different rates between the two ex-
perimental groups.

The time course of the threshold shift for each animal fit
well ~meanr 250.95) to a first-order kinetic model, which is
a double exponential decay function~SIGMAPLOT 5.0, SPSS!

u5C2e2t/t22C1e2t/t1, ~2!

wheret1 is the time constant of the onset of the threshold
shift, andt2 is the time constant for the recovery from the
maximum threshold shift;C1 and C2 are the exponential
coefficients, so that the sum of them is equal to the threshold
shift at time zero, i.e.,u05C22C1 .

The averaget1 was about 5.561.9 ~s.d.! min for the
4-AP group and 5.061.0 ~s.d.! min for the furosemide group
~middle and lower panels!. As shown in the lower two pan-
els, the recovery time constant (t2) of the furosemide group
was 263.8675.9~s.d.! min and thet2 of the 4-AP group was
86.7648.6 ~s.d.! min. It took three times longer for the fu-
rosemide group to recover from the maximal threshold shift
than the 4-AP group. The medians, 10th, and 90th percen-
tiles of t2 for the two experimental groups are illustrated in
the inset box chart in the bottom panel of Fig. 3 for a direct
comparison.

B. Effects of cochlear damage

1. Input Õoutput

The average input/output spectral density functions for
all groups are shown in Fig. 4. The acoustic energy in the
input spectra was evenly distributed across the frequency
range~0.1–11 kHz!. The input spectra of the three groups
are almost identical@panels~A! and ~B!#. The shapes of the
output spectra of the CM were similar at both levels, though
the CM output for the 68-dB SPL Gaussian noise was about
20 times smaller compared to the 88 dB SPL condition@pan-
els ~C! and ~D!#. The output spectra showed different
amounts of reduction in the two experimental groups. The
CM reduction by furosemide was always greater than 4-AP
regardless of the input signal levels. Compared to the control
group, the energy in the CM decreased approximately 95%
in the furosemide group at both signal levels. The 4-AP
showed 75% and 89% reduction in CM spectral density at 68
and 88 dB SPL, respectively. Similarly, the CM gain was
reduced by the two treatments with greater effect in the fu-
rosemide group@Figs. 4~E! and ~F!#. Furosemide and 4-AP
decreased the gain by 83% and 70% relative to the control at
88 dB SPL, 82% and 54% at 68 dB SPL, respectively. The
4-AP exposure produced a progressive phase delay towards
high frequencies~.2.5 kHz! at both signal levels@Figs. 4~G!
and ~H!#. However, the furosemide group showed no phase
delay in the same frequency range. Compared with the con-
trol group, both drugs caused a phase lead at frequencies
below 1.5 kHz.

2. Polynomial coefficients

Figure 5 illustrates the treatment-induced changes in the
magnitudes of the polynomial coefficients for the three

FIG. 2. The average CAP threshold shift6 s.d. for the three groups.
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groups at the two signal levels. The change of a variable~in
percentage!, computed as the mean value across frequency
for an experimental group relative to the control, is provided
in parentheses. Both 4-AP and furosemide significantly re-
duced the amplitude ofA1 at both signal levels@panels~A!
and ~B!#. Furosemide showed a greater effect~75%! on A1

than 4-AP~60%! at the 68 dB SPL condition, whereas both

drugs displayed a similar effect~80%! at the higher signal
level. The 4-AP group showed a significant increase~120%!
in the magnitude ofA2 at frequencies between 1 and 5.6 kHz
at 68 dB SPL, but not at the higher stimulus level@Figs. 6~C!
and~D!#. Furosemide slightly reducedA2 at both signal lev-
els, but neither was statistically significant. Both drugs dra-
matically reduced~75%! the amplitude ofA3 at the 88 dB

FIG. 3. Time courses of the CAP
threshold shift at 16 kHz for each ani-
mal in the three groups~dashed lines!.
Treatments started at time zero and
lasted 10 min. Solid lines indicate the
best-fit kinetic model and associated
time constantst1 andt2 . Inset in the
bottom panel shows the medians and
the 10th and 90th percentiles of the re-
covery time constants (t2) for the two
experiment groups. Also indicated in
the top panel is the timing of the ex-
periment procedures.
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SPL condition@Fig. 5~F!#. At the lower signal level, furo-
semide significantly decreased~80%! A3 across the whole
frequency range, but 4-AP showed no effect@Fig. 5~E!#.

Furosemide and 4-AP exposures also altered the phase
of the three polynomial coefficients~Fig. 6!. The phase ofA1

showed a progressive delay towards high frequencies after
the application of 4-AP at both signal levels@panels~A! and
~B!#. In contrast, furosemide did not changeA1 phase for
frequencies above 2.5 kHz at both signal levels. Moreover,
the furosemide group showed a steep phase delay ofA1 at
frequencies below 2 kHz. Both drugs did not alter the phase
of A2 with an exception at the lower signal level, where
4-AP group showed a phase lead in the high frequencies~.5
kHz! @Fig. 6~C!#. Furosemide and 4-AP significantly delayed
the phase ofA3 towards high frequencies at the 68 and 88 dB
SPL conditions, respectively@panels~E! and~F!#. The effect
of furosemide onA3 phase was more dramatic.

3. Coherences

The relative importance of a polynomial term in the
model is measured by its coherence function, which is
equivalent to the squared correlation coefficient of two vari-
ables in regression statistics. Each coherence function repre-
sents the unique contribution of the polynomial term to the
spectrum of the response. The cumulative or total coherence,
normally ranging from 0.92–0.98, is the sum of each coher-
ence function and provides a measure of ‘‘goodness of fit’’
for the polynomial model of MET~Chertoff et al., 1996!.
Both 4-AP and furosemide reduced the total coherence in
frequencies below 4 kHz. This decrease in total coherence
was mainly due to a significant reduction of the linear coher-
ence @Figs. 7~A! and ~B!#. At 68 dB SPL, furosemide re-
sulted in a greater reduction than 4-AP with the maximal
reduction of 0.3~normal value 0.9! at 2.6 kHz. At 88 dB

FIG. 4. Average input~1st row! and
output ~2nd row! spectral density
functions of the three groups. The
magnitude and phase of the input/
output transfer function of the three
groups are shown in the lower two
rows.
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SPL, the 4-AP group showed a greater reduction in the linear
coherence throughout the whole frequency region, with
maximal effects of 0.2~normal value 0.8! at 3.3 kHz. The
furosemide increased the quadratic coherence in the 2–4-
kHz region~normally 0.01! at both signal levels@panels~C!
and ~D!#; however, only at 88 dB SPL was the rise in qua-
dratic coherence significant. The cubic coherence was in-
creased by 4-AP and decreased by furosemide@panels~E!
and ~F!#. At 88 dB SPL, there was a significant difference
between the effects of the two drugs in the high frequencies
~.6 kHz!. The increase in the cubic coherence by 4-AP was
significant around 4 kHz~normally 0.003! at the lower signal
level, whereas the effect of furosemide was not significant.

4. Physiologic indices

As shown in Fig. 1, to reduce the number of the physi-
ologic indices, we combined the absolute values of maxima

and minima, SPLmax and SPLmin , resulting in DR and OR,
respectively~Bian and Chertoff, 1998a!. A new index, sym-
metry, was adopted which is the absolute ratio of maxima/
minima. We focus our report on these new indices and two
other important ones: slope and OP. Table II summarizes the
statistical results~F values, the adjusted degrees of freedom,
and effect sizes! for the group, frequency, and group3 fre-
quency effects on the change scores of the physiologic indi-
ces between the two experimental groups. The relative im-
portance of one effect on separating the two treatments can
be determined by comparing the corresponding effect sizes
(h2).

The changes in the slope and the OP of MET due to the
treatments are illustrated in Fig. 8. Since the slope is a nega-
tive value, positive change scores indicate a decrease, or
shallower slopes of the MET curves. As shown in panels~A!
and ~B!, both the furosemide and the 4-AP significantly de-
creased the slope of MET across the whole frequency range

FIG. 5. Average changes in the poly-
nomial coefficients for the three
groups at 68~left panels! and 88 dB
SPL ~right panels! conditions. Top
panels,A1 ; middle,A2 ; bottom,A3 .
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at both signal levels with greater effects at 1.5, and 5.4 kHz.
Furosemide showed greater reduction in slope than 4-AP at
the lower signal level. By contrast, the OP of MET was
changed in opposite ways by the two treatments@Figs. 8~C!
and~D!#. Negative change score indicates that the OP moved
towards negative sound pressures; positive value represents a
shift towards positive sound pressures. At both stimulus lev-
els, the 4-AP solution moved the OP in the negative sound-
pressure direction. However, the furosemide treatment
shifted the OP in the positive direction at the 88-dB SPL
condition. The effect of 4-AP was more dramatic at the
higher signal level. The totalh2 for the OP was the largest
among the indices.

The symmetry values range between 0 and 1, with 1
representing a perfect symmetric MET curve. The normal
value of symmetry was 0.6–0.8 at both signal levels, indi-
cating that the magnitude of positive CM output was smaller

than the negative CM. A negative change score means that
the MET curve became more asymmetric than normal; a
positive change indicates an MET curve that is more sym-
metric than normal. The symmetry was changed differently
by the two treatments@Figs. 9~A! and~B!#. The 4-AP expo-
sure significantly reduced the symmetry, i.e., the MET be-
came more asymmetric at both signal levels. The furosemide
solution decreased the symmetry in the frequencies below 6
and 4 kHz for 68- and 88-dB SPL conditions, respectively.
Generally, 4-AP dramatically decreased the symmetry across
all frequencies, whereas the effect of furosemide was smaller
and frequency dependent.

The OR is the overall width of the MET curve. Under
the 68-dB SPL condition, the 4-AP reduced the OR around 7
kHz, whereas the furosemide increased the OR in the whole
frequency range@Fig. 9~C!#. At the higher signal level, both
the 4-AP and the furosemide widened the OR in the low~,5

FIG. 6. Average changes in the phase
of the polynomial coefficients. The left
and right panels show the change
scores for the phase ofA1 ~upper pan-
els!, A2 ~middle panels!, and A3

~lower panels! under 68 and 88 dB
SPL conditions, respectively.
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kHz! and high ~.3 kHz! frequencies, respectively@Fig.
9~D!#. The DR represents the overall peak-to-peak amplitude
of the CM. Both of the groups demonstrated a similar reduc-
tion in DR @Figs. 9~E! and ~F!#. This reduction was more
dramatic at 2 and 6.5 kHz at 68 dB SPL, and 1.5 and 5 kHz
at 88 dB SPL. The effect was greater at the higher signal
level.

Since the physiologic indices are functions of frequency,
the MET curves within the whole frequency range can be
plotted as a 3D surface~Fig. 10!. The shape of the surface
provides a detailed description of the MET process in the
cochlear base. At both 68- and 88-dB SPL conditions, the
surface became flattened due to the effects of the ototoxic
treatments. However, the surface of the 4-AP treated group is
shifted downwards and to the left, whereas that of the furo-
semide group is less curvy and moved upward. These char-
acteristics reflect the changes in OP, symmetry, slope, OR,
and DR.

IV. DISCUSSION

A. Kinetics of hearing loss

The extent and configuration of hearing loss produced
by 4-AP and furosemide were similar to that induced by
salicylate and an 8-kHz pure-tone exposure from our previ-
ous study~Bian and Chertoff, 1998b!. The CAP threshold
shift started at 8 kHz and was most prominent at an octave
above, i.e., 16 kHz. The recovery time constant (t2) of the
4-AP exposure~86.7 min! was close to that of salicylate
~83.7 min!. However, thet2 of the furosemide group~263.8
min! was much longer than either salicylate, 4-AP, or pure-
tone exposure~147.8 min!. The different kinetics of the hear-
ing loss due to drug treatments may relate to the site of drug
action and the size of the drug molecules. Both 4-AP and
salicylate alter the membrane characteristics of the OHC
body ~Mammano and Ashmore, 1996; Shehataet al., 1991!,

FIG. 7. Average changes in the mul-
tiple coherence functions of the three
groups at the 68~left panels! and 88
dB SPL ~left panels! stimulus levels.
Upper row: the linear coherence;
middle row: the quadratic coherence;
lower row: the cubic coherence.
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whereas furosemide damages the stria vascularis. It could
take a longer time to eliminate furosemide from stria vascu-
laris due to its relatively larger molecule size~FW5330.7!.
Different recovery rate could also reflect the various types of
damage produced by these agents. Recovery from OHC ste-

reocilial damages induced by tone exposure could be slower
than that of hair cell membrane alteration by 4-AP and sali-
cylate. Furosemide causes both strial edema~Pike and
Bosher, 1980! and stereocilial damages~Comiset al., 1990;
Forge and Brown, 1982!; thus, it may prolong its ototoxicity.

TABLE II. Statistical results: effects and effect sizes (h2s) on the physiologic indices. The F values, the
adjusted degrees of freedom, and theh2 were based on the ANOVA between the 4-AP and the furosemide
group.

68 dB SPL 88 dB SPL

F a df b h2c F df h2

OPd g3f e 4.65h 8, 109 0.06 5.73h 3, 47 0.05
gf 13.79h 1, 14 0.34 30.74h 1, 14 0.56
f g 7.78h 39, 546 0.10 1.83h 39, 546 0.02

Symh g3f 3.74h 18, 247 0.07 3.84h 3, 43 0.04
g 33.70h 1, 14 0.37 17.55h 1, 14 0.40
f 7.44h 39, 546 0.14 9.13h 39, 546 0.10

Slope g3f 2.70 2, 26 0.08 2.52h 6, 89 0.03
g 2.33 1, 14 0.04 0.01 1, 14 0.00
f 9.44h 39, 546 0.27 40.13h 39, 546 0.53

DRi g3f 1.03 39, 546 0.05 2.28h 7, 93 0.04
g 0.86 1, 14 0.01 0.01 1, 14 0.00
f 2.74h 39, 546 0.14 32.59h 39, 546 0.57

ORj g3f 1.46 8, 111 0.04 1.52 3, 36 0.04
g 30.51h 1, 14 0.32 0.02 1, 14 0.00
f 9.29h 39, 546 0.08 2.70h 39, 546 0.07

aEach test involves the comparison between the two experimental groups.
bDegrees of freedom were adjusted for any violation of homogeneity and sphericity assumptions.
cEffect size was judged:h2.0.14, large; 0.14.h2.0.01, medium;h2,0.01, small~Cohen, 1988!.
d,h,i,jOP: operating point; Sym: symmetry; DR: dynamic range; OR: operating range.
e,f,gg3f: group 3 frequency interaction; g: group effect; f: frequency effect.
hp,0.05.

FIG. 8. Average changes in physi-
ologic indices for the three groups~1!.
The change scores of the slope, and
operating point of the MET are shown
in the upper and lower panels for the
68 and 88 dB SPL conditions, respec-
tively.
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B. 4-AP exposure

The application of the K1-channel blocker 4-AP to the
RW induced a high-frequency CAP threshold shift and a
reduction in the amplitude of the CM. This is consistent with
the findings of other investigators~Wang et al., 1993; Kirk
and Yates, 1998!. The subsequent changes in the polynomial
parameters involved reductions in the CM gain, theA1 and
A3 magnitudes, an increase in the amplitude ofA2 , and a
phase delay in the high frequencies. Moreover, the linear
coherence was reduced while the cubic coherence increased
at the high frequencies. As a result of these changes, the
MET curve became more asymmetric with a shallower slope,
reduced DR, and narrowed OR~Fig. 10!.

The reduced CM magnitude, DR, and slope of MET can
be explained by the blockade of the K1 channels in the
OHCs. One of the prominent outward K1 currents through
the OHC basolateral wall is a 4-AP sensitive channel~Lin
et al., 1995; Mammano and Ashmore, 1996; Nenovet al.,

1997!. It is known that a fast K1-channel (KA) or A current
(I A), is very sensitive to the inhibition of 4-AP~Soria,
1998!. Blocking of the KA channels could suppress the re-
ceptor currents and result in a flatter slope and a smaller DR
of MET. Since the CM was recorded at the RW, the effective
blocking of the gross receptor currents by 4-AP suggests that
the I A could be the dominant CM generating pathway in the
OHCs at the base of the gerbil cochlea. This is in agreement
with the observation that shorter OHCs isolated from the
basal turns of the guinea pig cochlea showed a rapidly acti-
vated K1 current~Nenovet al., 1997!.

After the 4-AP exposure, the symmetry of MET was
reduced. This is equivalent to a dc shift of the CM towards
negative voltages. This result is comparable to the finding
that 4-AP can increase the negative summating potential
~SP! ~Wanget al., 1993; van Emstet al., 1996!. Blockade of
the I A near the cochlear base may cause the CM to be domi-
nated by hair cells from more apical regions. Such a move of

FIG. 9. Average changes in physi-
ologic indices for the three groups~2!.
Left panels: 68 dB SPL; right panels:
88 dB SPL. Upper row: symmetry;
middle row: operating range; lower
row: dynamic range.

681 681J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 L. Bian and M. E. Chertoff: Distinguishing cochlear pathophysiology



the CM source is consistent with the progressive phase delay
at high frequencies@Figs. 4~G! and~H!#. More apical OHCs
with more asymmetric input/output function than basal cells
would produce a larger depolarizing dc component~Housley
and Ashmore, 1992; Dallos, 1986!. Another possibility is
that the K1 currents through the IHCs could increase, due to
the inhibition of I A in the OHCs. At a given sound-pressure
level, IHCs produce greater dc receptor potentials in the de-
polarizing direction, and the IHC voltage response to sound
is more asymmetric compared to OHCs~Russellet al., 1986;
Dallos, 1986!. Since IHCs contribute significantly to the SP
recorded at the RW~Durrantet al., 1998!, an increase in the
K1 currents through IHCs could elevate the negative SP.
Therefore, selective blocking ofI A in the OHCs could ac-
count for the reduction in the symmetry of MET by 4-AP.

Application of 4-AP significantly shifted the OP in the
negative sound-pressure direction, which corresponds to a
displacement of the cochlear partition towards scala vestibuli
~SV!. Since 4-AP has no inhibitory effect on the secretion of
K1 from the stria vascularis~Hibino et al., 1997; Takeuchi
and Ando, 1999!, there could be an imbalance of the K1

circulation within scala media, i.e., higher K1 concentration
~@K1#!. This is consistent with Kirk and Yates~1998!, who
showed an increase in endocochlear potential~EP! following
4-AP application. Elevated extracellular@K1# tends to depo-
larize the OHCs and cause a shortening of the cells~Dulon
et al., 1988; Santos-Sacchi and Dilger, 1988!. In an experi-
ment on isolated OHCs of guinea pigs, the presence of 4-AP
indeed allowed the cells to shorten in response to electrical
stimulation~Ohnishiet al., 1992!. Such static contraction of
the OHC could shift the basilar membrane~BM! towards SV
~Zimmermann and Fermin, 1996!.

C. Furosemide exposure

Dripping furosemide solution onto the RW caused a
high-frequency hearing loss that was similar to the threshold
shift induced by 4-AP. Furosemide significantly reduced the
CM magnitude, which is in agreement with the previous
findings ~Comis et al., 1990; van Emstet al., 1997!. The
typical effects of furosemide also included a decrease in the

polynomial coefficients, the MET slope, and an increase in
the OR of MET. The OP shifted towards positive sound pres-
sures. The linear and cubic coherences were reduced,
whereas the quadratic coherence increased. Consequently,
the MET curves became much flatter, and generally symmet-
ric in the high frequencies~Fig. 10!.

A possible explanation for the reduction in CM magni-
tude and the MET slope or sensitivity by furosemide could
be attributed to the decrease in the driving voltage across
hair cells due to the inhibition of the cochlear ‘‘battery,’’
stria vascularis. Furosemide inhibits the Na1/K1 ATPase
and Na1/K1/2Cl2 cotransporter in the stria~Rybak, 1986;
Saltet al., 1987!, thus resulting in a decrease in@K1# within
scala media~Rybak and Morizono, 1982!, and a reduction in
EP ~Sewell, 1984!. Low EP would result in a fall of the
receptor potential and diminished ion currents passing
through the OHCs. For a given variation in sound pressure,
there would be less change in the receptor current, i.e., a
shallower slope of MET. In addition, the alteration in the
ionic composition of the cochlear fluids can indirectly dam-
age the stereocilia of the OHCs in the basal turns, such as
stretched cross links, coarseness of the cilial membrane~Co-
mis et al., 1990!, and splaying of the cilial bundles~Forge
and Brown, 1982!. These ultrastructural changes induced by
furosemide may hinder the normal functionality of the ste-
reocilia, decrease the apical K1 conductance, and further de-
press the receptor currents. Moreover, furosemide could de-
crease the voltage-dependent OHC electromotility~Ohnishi
et al., 1992!, and impede the vibration of the BM by attenu-
ating the mechanical feedback of the OHC to the cochlear
partition at low stimulus intensities~Ruggero and Rich,
1991!. Consequently, furosemide could reduce the slope of
MET, especially at the lower signal level.

Furosemide moved the OP in the positive sound-
pressure direction at the higher signal level. This represents
either a shift of the cochlear partition towards ST, or a transit
of the OHC stereocilia to an excitatory direction. This is in
agreement with the observation that furosemide generated a
large positive SP within 10 min after systemic injection
~Syka and Melichar, 1985; van Emstet al., 1997!. Reduction

FIG. 10. 3D mesh plots of the MET
curve as a function of frequency for
the three groups. Panel~A!: 68 dB
SPL; panels~B!: 88 dB SPL.
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in scala media@K1# due to the inhibition of furosemide
could hyperpolarize the OHCs~Gitter, 1993! and cause the
cells to elongate. Fall of the@K1# in the cochlear fluids sur-
rounding the OHC may induce a hypo-osmotic swelling~Du-
lon et al., 1988; Chertoff and Brownell, 1994! in vitro, or an
increase in cell lengthin vivo. Lengthening of the OHCs
could either move the cochlear partition towards ST or de-
flect the stereocilia in the opening direction. Indeed, Comis
et al. ~1990! found that the upward-pointing cross links were
stretched, a sign of the hair bundle being pushed towards the
tallest stereocilia. Furthermore, furosemide can inhibit the
shortening of the OHC induced by electrical stimulation
~Ohnishiet al., 1992!. Shortening is a normal behavior of the
OHC at high signal level and results in a shift of the OP to
negative sound pressures~Bian and Chertoff, 1998b!. Inhibi-
tion of such movement of the cochlear partition by furo-
semide could contrarily shift the OP of MET towards posi-
tive sound pressures, prominently at the higher stimulus level
@Fig. 8~D!#.

D. Comparison of treatments

1. Furosemide vs 4-AP

Application of 4-AP and furosemide caused different
changes in the polynomial coefficients and coherences, and
subsequently resulted in the differences in the physiologic
indices. The most important index for distinguishing the
pathophysiologic changes induced by 4-AP and furosemide
was the OP, whose overallh2 was the largest~Table II!. The
result that furosemide and 4-AP shifted the OP in opposite
directions is similar to the finding of Russell and Ko¨ssl
~1991!. They injected positive and negative electric currents
into OHCsin vivo, and shifted the OP of MET in the depo-
larization and hyperpolarization directions, respectively.
Positive current injection could resemble the low basolateral
K1 conductance in the case of 4-AP application, while nega-
tive current injection could simulate the low EP caused by
furosemide.

Another index that can be used to distinguish the effects
of 4-AP from furosemide is the symmetry of MET. The
4-AP group showed a reduction in the symmetry across fre-
quency, whereas the furosemide group showed no change in
the symmetry at high frequencies. The decrease in OHC ba-
solateral K1 conductance caused by 4-AP could reduce the
magnitude of OHC repolarization that generates positive
CM, and increased apical extracellular@K1# may enhance
the size of depolarization which produces negative CM. The
moving of the standing current to IHCs could also contribute
to the large reduction in the symmetry. However, lengthen-
ing of the OHC due to low@K1# caused by furosemide could
push the stereocilia in the opening direction, thereby decreas-
ing the magnitude of the OHC depolarization relative to hy-
perpolarization or a more symmetric MET. The gradient of
the severity in furosemide damage from the RW could result
in the frequency effect of the symmetry change.

The phase of the CM andA1 showed different change
following the two treatments@Figs. 4~G!, ~H!, and Figs.
6~A!, ~B!#. Furosemide caused no phase change in frequen-
cies above 2.5 kHz, whereas 4-AP caused a progressive

phase delay across frequencies. This may suggest that the
generation of the CM is shifted along the cochlear partition
when the K1 channels in the OHCs of the cochlear base are
blocked. There was no such shift when the stria vascularis
was inhibited by furosemide. Therefore, CM phase could be
used to discern whether the sites of cochlear lesions that
affect the generation of CM are hair-cell-related or not.

Nonlinear components in the polynomial model of MET
were changed differently. Specifically, furosemide increased
the quadratic coherence by more than 0.03 while it reduced
the cubic coherence in the high frequencies at the lower sig-
nal level; 4-AP increased cubic coherence at both signal lev-
els @Figs. 7~C!, ~D! and ~E!, ~F!#. Rises in the weighting of
the quadratic and fall in the cubic path of the MET are simi-
lar to the increase and decrease in the even- and odd-order
distortion products in the CM following furosemide injection
~van Emstet al., 1997!. Such differences in the odd and even
components of the cochlear transduction induced by furo-
semide were also observed by others~Mills et al., 1993;
Mills and Rubel, 1994!. They found that ‘‘active’’ or cubic
distortion products otoacoustic emission evoked by low-level
primary tones were diminished by furosemide, accompanied
by a sharp phase lag. It is worth noting that the magnitude of
A3 was significantly decreased and its phase remarkably de-
layed at the lower signal level@panels~E! of Figs. 5 and 6#.

2. Comparison with previous study of tone exposure

There are similarities and differences in the CM ampli-
tude, polynomial coefficients, and physiologic indices among
the treatments in the present study and our previous research
on animals exposed to an 8-kHz pure tone~Bian and Chert-
off, 1998b!. The similarities include decrease in CM magni-
tude and slope of MET indicating reduction in hair cell re-
ceptor currents. However, different mechanisms mediate the
effects, i.e., acoustic overstimulation collapses apical trans-
duction channels in the stereocilia of the OHCs, 4-AP blocks
K1 channels in the basolateral wall of the OHCs, and furo-
semide diminishes the generation of the standing currents
from the stria vascularis.

The most prominent difference between the 8-kHz tone
and furosemide exposures is that the OP shifted in opposite
directions. Structural alterations of the stereocilia, such as
bending and disarray caused by noise exposure~Saunders
et al., 1991!, could directly displace the cochlear partition
towards SV. In contrast, reduction of endolymph K1 and EP
by furosemide could increase the OHC length via hyperpo-
larization or inhibition of the OHC shortening~Ohnishi
et al., 1992!, thus moving the cochlear partition towards ST.
Moreover, the OP shift caused by 4-AP was similar to the
tone exposure. Like the tone exposure which blocks the api-
cal transduction channels on the OHC, 4-AP blocked the
basolateral K1 channel, possibly causing a high extracellular
@K1# ~Johnstoneet al., 1989!, and a subsequent shortening
of the OHCs and an OP shift towards SV. However, the
changes caused by 8-kHz tone exposure showed a large fre-
quency effect, i.e., deep notches presented at certain frequen-
cies.

Both exposures to pure tone and furosemide increased
the OR. This could be attributed to the OHC stereocilial
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damages induced by both treatments, i.e., more acoustic en-
ergy is needed to open the apical transduction channels when
stereocilia are collapsed or stretched. In contrast, the 4-AP
group showed a narrowed or unaffected OR@Figs. 9~C! and
~D!#. Reduction in the basolateral K1 conductance could
saturate the receptor current at a smaller deflection of the
stereocilia; in other words, less sound pressure is required to
saturate the MET. Therefore, OR could be an indicator of the
status of the OHC stereocilia. Expanded OR may suggest
stereocilial malfunction of the OHCs; narrowed or un-
changed OR may reflect normal stereocilia.

The reductions of the total and the linear coherences
after the furosemide and 4-AP applications were not found in
our previous study~Bian and Chertoff, 1998b!. On the con-
trary, 8-kHz tone exposure increased these coherences, indi-
cating that MET became more linear. However, exposures to
4-AP and furosemide resulted in more nonlinearity. Increas-
ing the number of polynomial orders failed to improve the
total coherence. Thus, the drop in the total coherence may
suggest either the response is small and contains noise con-
tamination, or a third-order polynomial function is not the
best model of MET. The former is less likely, since the de-
crease in total coherence also presented at the higher stimu-
lus level, suggesting that the latter is the case and other pos-
sible models, e.g., Boltzmann function, should be explored.
Future experiments and model simulations are needed to de-
termine the exact mechanisms of the alterations of the physi-
ologic indices of MET.

V. SUMMARY AND CONCLUSION

The results of this study showed that even though the
CAP thresholds were shifted equally and the amplitude of
CM was reduced similarly by the RW applications of 4-AP
and furosemide, the polynomial parameters and the physi-
ologic indices of the MET model still demonstrated remark-
able differences. The OP of the cochlear MET shifted to-
wards SV in the 4-AP group, and towards ST in the
furosemide group. There were frequency- and level-
dependent differences between the two treatments on the
symmetry, slope, and OR of the polynomial model of MET.
The polynomial coefficients were also altered in different
ways such that the coherences of the model showed stronger
quadratic dominance in the furosemide group, and more cu-
bic contribution in the 4-AP group. The outcomes of the
present study show that the polynomial model and its param-
eters and associated physiologic indices are both sensitive
and specific to discern changes in the cochlear micromechan-
ics. Further research is needed to develop clinical tools in the
differential diagnosis of cochlear hearing losses, leading to
new rehabilitation techniques for hearing-impaired individu-
als.
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Two experiments examined the relationship between temporal pitch~and, more generally, rate!
perception and auditory lateralization. Both used dichotic pulse trains that were filtered into the
same high~3900–5400-Hz! frequency region in order to eliminate place-of-excitation cues. In
experiment 1, a 1-s periodic pulse train of rateFr was presented to one ear, and a pulse train of rate
2Fr was presented to the other. In the ‘‘synchronous’’ condition, every other pulse in the 2Fr train
was simultaneous with a pulse in the opposite ear. In each trial, subjects concentrated on one of the
two binaural images produced by this mixture: they matched its perceived location by adjusting the
interaural level difference~ILD ! of a bandpass noise, and its rate/pitch was then matched by
adjusting the rate of a regular pulse train. The results showed that at lowFr ~e.g., 2 Hz!, subjects
heard two pulse trains of rateFr, one in the ‘‘higher rate’’ ear, and one in the middle of the head.
At higher Fr ~.25 Hz! subjects heard two pulse trains on opposite sides of the midline, with the
image on the higher rate side having a higher pitch than that on the ‘‘lower rate’’ side. The results
were compared to those in a control condition, in which the pulses in the two ears were
asynchronous. This comparison revealed a duplex region atFr .25 Hz, where across-ear synchrony
still affected the perceived locations of the pulse trains, but did not affect their pitches. Experiment
2 used a 1.4-s 200-Hz dichotic pulse train, whose first 0.7 s contained a constant interaural time
difference~ITD!, after which the sign of the ITD alternated between subsequent pulses. Subjects
matched the location and then the pitch of the ‘‘new’’ sound that started halfway through the pulse
train. The matched location became more lateralized with increasing ITD, but subjects always
matched a pitch near 200 Hz, even though the rate of pulses sharing the new ITD was only 100 Hz.
It is concluded from both experiments that temporal pitch perception is not driven by the output of
binaural mechanisms. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1342074#

PACS numbers: 43.66.Hg, 43.66.Mk, 43.66.Pn, 43.66.Qp@DWG#

I. INTRODUCTION

A. Aims and approach

Many decades of research have been devoted to the
studies of pitch perception and of the lateralization of sounds
~for recent reviews see Grantham, 1995; Houtsma, 1995!.
With a few notable exceptions, which will be described later
in this Introduction, these two important auditory processes
have been largely studied separately. In contrast, the present
article investigates the relationship between the temporal
mechanisms responsible for the perception of pitch~and,
more generally, repetition rate!, and the binaural mechanisms
that underlie the perception of spatial location. This approach
allows us to address a number of issues, including the extent
to which temporal pitch perception is driven by the output of
binaural lateralization mechanisms. In adopting it, we draw
two crucial distinctions that constrain the potential mecha-
nisms responsible for our findings. The first of these is that
all of our stimuli consist of pulse trains that have been band-

pass filtered in such a way that no spectral~‘‘place of exci-
tation’’! cues to their repetition rate are available~Shackleton
and Carlyon, 1994!. That is, we are addressing the purely
temporal processing of pulse rate. We do, however, study
several different rates, ranging from those perceived as a
series of separate clicks to those resulting in a single sound
having a clear pitch. The second distinction is between a
rate/pitch percept that is genuinely driven by the output of a
binaural lateralization mechanism, and that which could arise
simply from the listener attending to each ear separately. For
example, if one transforms a diotic, filtered 200-Hz pulse
train by playing alternate pulses to each ear, one hears two
spatially separate pulse trains, each with a pitch of about 100
Hz. One would clearly be wrong to conclude from this dem-
onstration that temporal pitch perception is driven by the
output of binaural lateralization mechanisms, because the
perceived pitches could be derived from the actual repetition
rate of the pulses applied to each ear.

The experiments described here were motivated by some
preliminary observations obtained with the stimulus shown
in Fig. 1~a!. It consists of two periodic trains of impulses, of
repetition ratesFr and 2Fr , respectively, presented to oppo-a!Electronic mail: bob.carlyon@mrc-cbu.cam.ac.uk
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site ears over headphones.~The figure shows theFr stimulus
being presented to the right ear and the 2Fr stimulus to the
left, but the observations and formal experiments were per-
formed both with this and with the opposite configuration!.
The repetition rate in different conditions ranges from a few
Hz, where the percept of each pulse train presented in isola-
tion is of a series of separate clicks, up to 200 Hz, where
listeners hear a single sound having a clear pitch. This
change from a series of separate clicks to a single ‘‘buzz’’
can be interpreted as an increase in temporal ‘‘binding’’1

between successive pulses as the interval between them de-
creases. The informal observations revealed that an interest-
ing pattern of percepts occurs when both pulse trains are
played together. At low rates, another form of binding takes
place, in that simultaneous clicks in the two ears~marked
‘‘A’’ in the figure ! fuse to form a centered percept. At these
low rates (Fr 5a few Hz), two series of pulses, both with a
rate of aboutFr, can be heard: one near the middle of the
head and the other near one ear.~At these low rates subjects
can also choose to perceive a single pulse train whose loca-
tion alternates between the two locations, but here we are
primarily concerned with the rate heard at each location.!
Note that the existence of two perceived pulse trains, each
with a rate ofFr, does indicate that at least one of these
perceived rates is driven by binaural processes. Unlike our
example in which alternate pulses are presented to each ear,
it is not the case that each ear is presented with a pulse train
that corresponds to the perceived rate. AsFr is increased,
however, the strength of this binaural fusion decreases, so
that atFr 5100 Hz one hears two pulse trains, one on either
side of the midline. At the same time, another difference
between the two percepts emerges, in that the pitch of the
sound on the side of the head receiving the ‘‘2Fr ’’ pulse
train is approximately an octave above that receiving the
‘‘ Fr’’ pulse train.

One way of interpreting this pattern of informal results
is that there exists a trade-off between perceptual binding
across space and binding over time, and that, asFr increases,
the balance between the two processes swings towards the

latter. This general idea, that different organizational prin-
ciples compete with each other, has recently been imple-
mented in a computational approach to auditory scene analy-
sis ~Godsmark and Brown, 1999!. Ways in which this
competition might take place, together with alternative inter-
pretations, will be considered in Sec. IV. For the time being,
it suffices to note that increasingFr has two effects: it pro-
duces a change in spatial perception, and it introduces a dif-
ference in perceived rate between the two concurrent pulse
trains.

The above informal observations allow one to rule out
some schemes whereby temporal and spatial aspects of per-
ception might be related. For example, one might intuitively
assume that diotic pulses@labeled ‘‘A’’ in Fig. 1~a!# would
always fuse into a centered binaural image, whose perceived
rate/pitch would then correspond to that of these centered
pulses. A separate rate/pitch analysis would then be applied
to the remaining pulses~labeled ‘‘B’’ !, which would be per-
ceived to one side of the head. Clearly, such a scheme is
precluded by the informal reports of two lateralized images,
with different perceived pitches, that occur at highFr. Other
schemes, consistent with the informal observations, can be
evaluated by the more detailed measures described in this
paper. These schemes will be described in Sec. II A, which
outlines the rationale for our first experiment.

B. Related research

1. Pitch, lateralization, and integration across
frequency

Some experiments have investigated the interaction be-
tween pitch and lateralization mechanisms for stimuli con-
taining resolved spectral components. An important conclu-
sion resulting from these studies is that differences in
perceived location do not have a large effect on the integra-
tion of different components into a perceived pitch. For ex-
ample, if two consecutive harmonics from two separate fun-
damentals are presented simultaneously, listeners are not
markedly better at identifying the two fundamentals when
the harmonics are segregated appropriately by ear than when
each ear receives one harmonic from each fundamental
~Beerends and Houtsma, 1989!. Also, Darwin and Ciocca
~1992! measured the shift in the pitch of a complex tone
produced by mistuning one of its harmonics, and reported
that this shift was only slightly reduced when the mistuned
harmonic was presented contralaterally to the rest of the
complex.

Despite the validity of the above conclusion, there is
evidence that the auditory system can derive a pitch from a
‘‘central spectrum,’’ which itself is derived from the output
of binaural mechanisms. For example, Cullinget al. ~1998b,
1998a! have argued that a modified version of Durlach’s
~1972! equalization-cancellation model can account for three
types of dichotic pitch: Huggins pitch, binaural edge pitch,
and Fourcin pitch. In each case, the model produces peaks in
the central spectrum at frequencies where the outputs of the
corresponding auditory filters are interaurally decorrelated.
In the case of Fourcin pitch, the model produces a series of
peaks which, when subjected to de Boer’s~1956, 1976!
‘‘pattern matching’’ rule, can account for the reported pitch.

FIG. 1. ~a! Schematic representation of the reference stimulus used in ex-
periment 1, for a trial in the synchronous condition where the lower-rate
~Fr! pulse train is presented to the right ear, and the higher-rate (2Fr ) train
is presented to the left ear.~b! As part~a!, but for the asynchronous condi-
tion.
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Culling et al. also showed that this procedure successfully
accounted for the two ambiguous pitches that are generated
by some versions of the Fourcin pitch stimulus.

The results of all of the above experiments are consistent
with the following scheme. For stimuli containing resolved
harmonics, a central pitch mechanism operates on all avail-
able components, irrespective of their ITD, ILD, or ear of
entry. It also operates on ‘‘components,’’ derived from bin-
aural lateralization mechanisms, that occur in the central
spectrum. The auditory system then groups together har-
monically related components, and combines information on
their ITDs and ILDs in order to obtain a perceived location
for that group~Darwin and Carlyon, 1995!.2 Note, however,
that a similar conclusion is unlikely to apply to the combi-
nation of pulses across time by the purely temporal pitch
mechanisms being investigated here: as described in our ini-
tial example, assigning alternate pulses in a pulse train to
opposite ears does have a dramatic effect on its pitch, reduc-
ing it by about an octave.

2. Perceived rate of alternating pulses

A second type of related research concerns the perceived
rate of pulses that alternate between the two ears. Axelrod
et al. ~1967! used the method of limits to measure the rate of
a dichotically alternating pulse train that was perceived as
having the same rate as a monotic pulse train. Their approach
differed from ours in that they asked subjects to judge the
overall ~total! rate of the dichotic train, rather than the per-
ceived rates of two separately localizable images. They re-
ported that the ratio between the perceived rates of the di-
chotic and monotic stimuli was close to 1 at a rate of 1 Hz,
but dropped smoothly to a value of 0.6 at rates between 20
and 40 Hz ~the highest tested!. Subsequently, Huggins
~1974! asked subjects to adjust the rate of a diotic pulse train
so that its perceived total rate~‘‘of pulses into the head’’!
matched that of a dichotically alternating train. The matched
rate was equal to that of the dichotic stimulus at rates below
10 Hz, above which there was a sharp transition to subjects
adjusting the diotic train to half the total dichotic rate. He
argued that Axelrodet al. may have missed this sharp tran-
sition by averaging their results over a large number of sub-
jects.

Finally, Akerboomet al. ~1983! measured subjects’ re-
action times to the termination of a train of brief 800-Hz tone
pips that was presented either monotically or in a dichoti-
cally alternating pattern. They reasoned that the reaction time
would consist of a fixed ‘‘response activation time,’’ plus the
duration of the perceived interpulse interval. This reasoning
was based on the assumption that subjects would have to
wait until the perceived interpulse interval~‘‘subjective onset
asynchrony,’’ SOA! had passed before realizing that the
pulse train had ended. They reported that reaction times were
25 ms longer for the alternating compared to the monotic
sequence at all repetition rates studied, which ranged from
0.47 to 25 Hz, and concluded that the dichotic alternation
increased the SOA by this amount. However, it seems likely
that reaction times were determined not only by the mean
SOA but also by the variance of its internal representation:
subjects may delay responding until they can decide with a

given degree of confidence that the pulse train has ended. As
Akerboomet al. ~1983! cite evidence~Nakao and Axelrod,
1976! consistent with this internal variance being larger for
alternating compared to monotic pulse trains, it seems that
their reasoning may well be flawed. In contrast, the present
experiments, which used a pitch-matching procedure, al-
lowed the mean of the internal representation of the stimulus
period to be measured separately from the variance of that
representation—these two values being reflected in the mean
and variance of the pitch matches, respectively.

II. EXPERIMENT 1

A. Method

1. Rationale

As discussed in the Introduction, our informal observa-
tions allowed us to rule out some accounts of the way in
which temporal and binaural processing may be related. The
aim of experiment 1 was, in addition to quantifying the pre-
liminary observations, to evaluate a number of alternative
schemes. According to one of these, increasingFr would
decrease the tendency for diotic pulses to be fused, perhaps
due to increased perceptual binding between temporally ad-
jacent pulses in the same ear, but the perceived rate/pitch
would still be determined from the output of this binaural
analysis. According to this hypothesis, the changes in per-
ceived location and in relative rate should always be consis-
tent: there should be no value ofFr at which one simulta-
neously hears one pulse train in the middle of the head~‘‘A’’
pulses binaurally fused! and the remaining pulse train as hav-
ing a rate higher thanFr. Another hypothesis is that the
perception of rate is driven by the output of the binaural
system only when the rate is too low to evoke a sense of
pitch. That is, the perception of low rates operates on pulses
sharing the same perceived location, whereas temporal pitch
mechanisms operate on the input to each ear. If this is so, the
value ofFr at which one starts to hear temporal differences
between the two pulse trains should correspond to the mini-
mum pulse rate which can support a perception of pitch. If
one uses a loose definition of pitch—‘‘that subjective order-
ing of sound which admits a rank ordering from low to
high’’ ~Ritsma, 1963!—this value is approximately 19 Hz
~Guttman and Pruzansky, 1962!.3

2. Experimental conditions

Experiment 1 consisted of two conditions. In the ‘‘syn-
chronous’’ condition, the reference stimulus was a dichotic,
bandpass-filtered pulse train similar to that illustrated in Fig.
1~a!. We obtained estimates of the perceived rate/pitch and
lateralization of the percepts evoked by this stimulus, as a
function of the baseline rate~Fr!. The intention was to pro-
vide information on the ways in which perceived rate/pitch
and location could be affected by competition between se-
quential binding of successive pulses presented to one ear,
and binaural binding between simultaneous pulses in oppo-
site ears. However, the judgment of the pitch of a sound
presented to one ear can be influenced by the presence of
another sound in the opposite ear, even in the absence of any
binaural fusion between them~Thurlow, 1943; Terhardt,
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1977!. In addition, the presence of a sound at one location
can affect lateralization judgments at another~McFadden and
Pasanen, 1976; Warren and Bashford, 1976; Dyeet al.,
1996; Heller and Trahiotis, 1996!, presumably due to central
mechanisms unrelated to the effects of temporal binding on
perceived location. For these reasons, we included an ‘‘asyn-
chronous’’ condition, in which the reference stimulus was as
shown in Fig. 1~b!. It was similar to that used in the synchro-
nous condition, except that the pulses in the lower rate ear
were delayed by 0.25/Fr s, so that no two pulses were ever
simultaneous in the two ears.~The closest they ever got was
a 2.5-ms separation whenFr 5100 Hz.) This condition con-
trolled for any ‘‘nonspecific’’ effects of one pulse train on
the perception of a concurrent train in the other ear that
might occur even in the absence of any binaural fusion.

3. General method

In both the synchronous and asynchronous conditions,
each stimulus had a total duration of 1 s, and the rate~Fr! of
the slower of the two pulse trains was, in different trials, 2,
3.125, 6.25, 12.5, 25, 50, or 100 Hz. The overall level of this
‘‘lower’’ pulse train was always 72.5 dB SPL, and all pulse
trains were bandpass filtered between 3900 and 5400 Hz
~Kemo VBF25.03; attenuation 48 dB/octave! to remove any
frequency components that could be resolved by the periph-
eral auditory system~Shackleton and Carlyon, 1994!. All
stimuli were presented against a background of 10-kHz-wide
pink noise, having a spectrum level of 8.5 dB SPL at 4 kHz.
Sennheiser HD414 headphones were used.

On each trial, subjects matched the perceived location of
either the ‘‘rightmost’’ or ‘‘leftmost’’ sound that they could
hear, and then matched its perceived rate/pitch. It was
stressed that this sound could be perceived either in the
middle of the head, completely to one side, or anywhere in
between. A light on either the right- or left-hand side of the
response box reminded subjects which sound to match. Prior
to making any matches, they could listen to the stimulus as
many times as they liked, and then press a button to start the
location matching. This began with a presentation of the di-
chotic pulse train preceded, 500 ms earlier, by a white noise
that had been passed through the same bandpass filter as the
pulse train. The noise was diotic except for an interaural
level difference~ILD ! drawn at random from a rectangular
distribution between625 dB. Its overall level in one ear was
72.5 dB SPL~equal to that of the lower-rate pulse train!, and
was reduced in the opposite ear by an amount equal to the
ILD. The subject could then press one of four buttons to
adjust the ILD of the noise for the next presentation, by
either61 or 64 dB. The dichotic pulse trains and the noise
were then presented again, the subject made a new adjust-
ment, and this process was repeated until s/he was satisfied
that the location of the noise matched that of the sound~left-
most or rightmost! appropriate for that trial. Subjects were
encouraged to ‘‘bracket’’ the perceived location of the pulse
train before accepting a match. The final ILD of the noise
was used as a measure of perceived lateralization.

In the pitch-matching stage of the trial, the adjustable
stimulus was a pulse train that was diotic, except for an ILD
equal to that obtained in the lateralization-matching stage.

This ‘‘quasidiotic’’ pulse train was presented 500 ms before
the dichotic pulse train. On its first presentation in the pitch-
matching stage, its rate was drawn at random from a distri-
bution which had limits of 0.5Fr and 4Fr , and which was
rectangular on log(Fr) vs probability coordinates. The sub-
ject could then increase or decrease the rate of the quasidiotic
pulse train for the next presentation, by a factor of 1.1 or 1.4,
so that its perceived rate more nearly matched that of the
currently attended component of the dichotic mixture.~The
ILD imposed on the quasidiotic pulse train meant that it had
approximately the same perceived location as that compo-
nent, thereby facilitating the match.! The dichotic and qua-
sidiotic pulse trains were then presented again, and the
matching process continued until the subject was satisfied
that the perceived rate of the quasidiotic stimulus approxi-
mated that of the appropriate pulse train in the mixture.
Again, subjects were told to bracket the match before termi-
nating the trial. The final rate of the quasidiotic pulse train
was used as an estimate of the perceived rate or pitch of the
appropriate pulse train in the dichotic mixture. Note that at
very low values ofFr, subjects could perform the match
either by simply counting the number of pulses heard in the
appropriate location, or by estimating the interval between
these pulses. Although the written instructions for all values
of Fr were to ‘‘match the rate or pitch’’ of the stimulus, no
special attempt was made to discourage the listener from
using a ‘‘counting’’ strategy.

As discussed in Sec. II A 1, the judgment of the pitch of
a sound presented to one ear may be influenced by the pres-
ence of another sound in the opposite ear, even in the ab-
sence of any binaural fusion between them. The asynchro-
nous condition controlled for such nonspecific effects, and,
when describing the results, we plot not only the raw data
but also the ratio of the matches obtained in the synchronous
and asynchronous conditions. Similarly, the asynchronous
condition also controlled for nonspecific effects of one sound
on the perceived location of another, simultaneous sound.
Therefore, when describing the lateralization matches, we
describe not only the raw data but also the difference~in dB!
between the ILD matches obtained in the synchronous and
asynchronous conditions.

B. Procedure and preliminary observations

Each value reported here is derived from the arithmetic
~ILD ! or geometric~matched rate! mean of ten matches for
each subject and condition. In each 2-h session the listener
was instructed to attend to the same relative location~left-
most or rightmost sound!. Blocks of trials alternated between
the two attended relative locations. Half of the blocks started
with, in the following order:~i! a match withFr 52 Hz in
the synchronous condition, lower pulse train presented to the
attended side;~ii ! as~i!, but for the asynchronous condition;
~iii ! as ~i!, but with the higher pulse train presented to the
attended side;~iv! as~iii !, but in the asynchronous condition.
This sequence was repeated at increasingly higher values of
Fr, until Fr 5100 Hz was reached. This order was reversed
for the other half of the blocks of trials. For subjects GN and
TP, the matches withFr 52 Hz and the matches to the
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lower-rate pulse train atFr 53.125 Hz took place after the
matches to the other stimuli had been completed.

When piloting this experiment it became apparent that
two subjects, who were highly experienced in other~purely
monaural! psychoacoustic tasks, found it extremely difficult
to perform the pitch matches at the highest values ofFr
tested. Those pitch matches were extremely variable, both in
the synchronous and asynchronous conditions, even though
the subjects could make accurate pitch matches to monotic
stimuli presented to either ear. This finding, which we inter-
pret as a failure of selective attention, will not be pursued
here. We did not continue measurements with those two sub-
jects. At high values ofFr a third subject, GN, could make
accurate matches to stimuli perceived on the left, but not
those on his right, despite absolute thresholds at 4590 Hz
~the geometric center of the filter passband used here! that
differed by less than 1 dB between the two ears. Again, he
could make highly accurate matches to monotic stimuli in
either ear. This subject was one of the three who participated
in the main experiment, but his matches were obtained only
to the leftmost sound heard in each dichotic mixture. All
subjects had absolute thresholds, in both ears and at all au-
diometric frequencies, within 20 dB of laboratory norms for
16 healthy young subjects.

C. Results

1. ILD matches

The raw~untransformed! lateralization matches are plot-
ted for the ‘‘leftmost’’ and ‘‘rightmost’’ percepts in Figs.
2~a! and~b!, respectively. Throughout this article, the sign of
the ILD is defined as positive whenever the matching noise
is more intense on the ‘‘side’’ to which the subject is match-
ing ~leftmost or rightmost sound!. Accordingly, the ordinates
are labeled as ‘‘absolute’’ ILD matches. Note also that it is
not the case that each panel combines matches for the two
stimuli that were present on any one trial~e.g., a 2Fr train
on the left and anFr train on the right!: rather, the matches
to a 2Fr train on the left and to anFr train on the left are
combined in each panel of Fig. 2~a! with corresponding
rightmost matches being plotted in Fig. 2~b!.

For the synchronous condition~open symbols!, the in-
formal observations described in the Introduction are largely
confirmed. The higher-rate pulse train~squares! always gives
rise to a lateralized percept~large ILD!. The lower-rate pulse
train ~triangles! is perceived near midline at lowFr, and
becomes more lateralized at highFr. Note, however, that
even at the highest rate its perceived location corresponds to
an ILD of at most 5–10 dB, and it is never as lateralized as
the higher-rate stimulus. In addition, some aspects of the
results obtained in the synchronous condition are also ob-
tained in the asynchronous condition, in which the large
~2.5–125-ms! temporal separation between adjacent pulses
in the two ears makes explanations in terms of binaural
fusion—and its modification by within-ear temporal
binding—unlikely. One such effect—the decrease in the lat-
eralization of the leftmost higher-rate pulse train@open and
filled squares, Fig. 2~a!# as Fr increases—is reminiscent of
previous reports that the location of a sound can be ‘‘pulled’’

towards that of a contralateral stimulus~Warren and Bash-
ford, 1976; Heller and Trahiotis, 1996!. Others include the
nonmonotonic trend observed in listener TP’s right-ear
matches to the lower-rate pulse train@open and filled tri-
angles, Fig. 2~b!#, and the dip atFr 53.125 Hz in JD’s lat-
eralization function to the higher-rate pulse train in his left
ear @open and filled squares, Fig. 2~a!#. These features are
removed in the transformed data shown by the symbols in
Figs. 2~c! ~leftmost sounds! and ~d! ~rightmost sounds!,
where the ILD matches for the asynchronous condition have
been subtracted from those in the synchronous condition@the
meaning of the solid lines with no symbols in Fig. 2~c! will
be revealed later#. Because all asynchronous pulse trains
were heard to one side of the head, a value of zero on these
coordinates corresponds to a lateralized percept, and a large
negative value corresponds to a sound close to the middle of
the head. The transformed plots are in general more orderly
than the raw data, and show a smaller variation across listen-
ers and ears. They indicate that the synchronicity of the ‘‘A’’
pulses@Fig. 1~a!# in the higher-rate pulse train affects the
perceived location of the lower-rate train~triangles! at low
Fr, and that this effect decreases but does not disappear asFr
is raised to 100 Hz.

One limitation of the method by which we have trans-
formed the lateralization data, by subtracting the matches in
the asynchronous condition from those in the synchronous
condition, arises from the existence of some extreme ILD
matches in the raw data@Figs. 2~a!, ~b!#. Yost ~1981! has
shown that perceived lateralization increases linearly with
ILD only up to 15 dB, with much smaller changes observed
as the ILD is increased further. In our experiment 1, matches
to the lower-rate stimulus in the asynchronous condition
@filled triangles, Figs. 2~a!, ~b!# were often substantially
larger than 15 dB, whereas those in the synchronous condi-
tion ~open triangles! were closer to zero. This means that
subtracting the asynchronous matches from the synchronous
ones may not give an accurate representation of the differ-
ence in perceived lateralization in the two conditions. To
control for this, we repeated the differencing operation, but
with a ‘‘ceiling’’ of 15 dB applied to the raw ILD matches.
The results of this new transform are shown in Figs. 2~e! and
~f! for the leftmost and rightmost percepts, respectively. The
general pattern is very similar to that shown in Figs. 2~c! and
~d!, the main difference being the elimination of a nonmono-
tonicity in listener JD’s rightmost matches to the lower-rate
stimulus@triangles, compare Figs. 2~d! and ~f!#.

2. F0 matches

Figures 3~a! and ~b! show, respectively, the pulse rate
matched to the leftmost and rightmost sounds in the dichotic
mixture. The matches have been divided byFr but are oth-
erwise untransformed. Again, the results obtained in the syn-
chronous condition~open symbols! generally confirm the in-
formal observations described in the Introduction. The
lower-rate stimulus~open triangles! is perceived at approxi-
mately its correct rate at all values ofFr. The higher-rate
stimulus, which has a rate equal to 2Fr , is perceived atFr at
low rates and an increasingly higher relative value asFr
increases to 100 Hz. Once again, however, the data in the

690 690J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Carlyon et al.: Pitch and the binaural system



asynchronous condition reveal the operation of central pro-
cesses, which are unlikely to reflect an influence of binaural
fusion on the perception of perceived rate/pitch. First, for the
leftmost percepts@Fig. 3~a!#, there is a tendency for the per-

ceived rate of the asynchronous higher-rate stimulus~filled
squares! to decrease relative toFr asFr is increased from 2
to 12.5–25 Hz. This tendency is even more marked for the
rightmost percepts@Fig. 3~b!#. In some cases~JD and TP,

FIG. 2. ~a! Untransformed ILD matches to the leftmost percept in experiment 1.~b! As ~a!, but for the rightmost percept.~c! Transformed ILD matches to the
leftmost percept in experiment 1.~d! As ~c!, but for the rightmost percept. Parts~e! and~f! show the transformed data calculated with the raw scores limited
to a maximum of 15 dB. The error bars in parts~a! and ~b! show 6 one standard error. The solid lines with no symbols in parts~c! and ~f! are for the
supplementary experiment with the reduced pulse-train level and the additional low-pass noise. In the key, instances where a pulse occurs in a given sequence
~Fr or 2Fr ) are indicated by a vertical line, and instances where a pulse occurs in the opposite ear are shown by a period.
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leftmost percept!, the matched rate increases as a proportion
of Fr as Fr is raised further, from 25–100 Hz. In addition,
there is some evidence of nonmonotonicities in the function
for the lower-rate stimulus in the leftmost-percept data for
listeners GN and JD@triangles, Fig. 3~a!#, which are very
similar in the synchronous and asynchronous conditions.

A more consistent and orderly pattern of results is
shown in the plots of the transformed rate/pitch matches in
Figs. 3~c! and~d!. @Again, the transformed data are shown by
symbols, and the solid lines with no symbols in Fig. 3~c! will
be described later.# Here, the matches in the synchronous
condition have been divided by those in the asynchronous
condition, so that a value of unity indicates no effect of bin-
aural fusion on perceived rate or pitch. For the lower-rate
stimulus ~triangles!, the ratio between the matches in the
synchronous and asynchronous conditions remains close to
unity at all values ofFr. For the higher-rate stimulus
~squares!, the synchronicity of the contralateral ‘‘A’’ pulses

@Fig. 1~a!# halves the perceived rate whenFr 52 Hz, but
ceases to have any effect onceFr is equal to or greater than
12.5–25 Hz.

3. General discussion

Two conclusions are suggested by the results of experi-
ment 1. First, binaural fusion between pulses in opposite ears
has no effect on the perceived rate of pulse trains once that
rate is high enough for listeners to perceive a pitch. This
occurs once subjects are matching to a higher-rate pulse train
with a rate~equal to 2Fr ) of 25–50 Hz or higher. Second,
there exists a duplex region, atFr .12.5– 25 Hz, where the
pitch of the higher-rate stimulus@squares in Figs. 3~c! and
~d!# is unaffected by binaural fusion, but where the perceived
location of the lower-rate stimulus is at least partially af-

FIG. 3. ~a! Rate (F0) matches to the leftmost percept in experiment 1, divided byFr but otherwise untransformed.~b! As ~a!, but for the rightmost percept.
~c! TransformedF0 matches~synch/asynch! to the leftmost percept in experiment 1.~d! As ~c!, but for the rightmost percept. The error bars in parts~a! and
~b! show6 one standard error. The solid lines with no symbols in part~c! are for the supplementary experiment with the reduced pulse-train level and the
additional low-pass noise.
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fected by that fusion@triangles in Figs. 2~c! and~d!#.4 Before
accepting these conclusions, however, some further consid-
erations must be taken into account.

One factor that complicates the interpretation of the du-
plex region concerns the pitch matches to the higher-rate
pulse train atFr .25 Hz. Although these matches were un-
affected by whether or not the pulses in the two ears were
synchronous, the matched values were not consistently equal
to 2Fr . Rather, the raw data shown in Figs. 3~a! and ~b!
indicate that these values were often below 2Fr in both the
synchronous and asynchronous conditions. Although we in-
terpreted this in terms of a common central factor reducing
pitch matches in one ear when a lower-pitched sound is in
the other, alternative interpretations are possible. Specifi-
cally, it could be that pitch matches atFr .25 Hz in the
synchronous condition are reduced by the binaural fusion
between the ‘‘A’’ pulses shown in Fig. 1~a!, and that they are
coincidentally also reduced in the asynchronous condition by
a similar amount, but by some other mechanism, which, in
turn, does not operate when the pulses are synchronous. One
way of evaluating this is to look for cases where the match to
the higher-rate pulse train is very close to 2Fr , and then see
whether the corresponding lower-rate train is localized in the
center of the head or in the opposite ear. Two instances,
where the 95% confidence limits of the higher-rate match
encompass 2Fr , can be seen in Fig. 3. One of these occurs
for listener TP’s match in his left ear, atFr 5100 Hz @Fig.
3~a!, open square, occluded by filled square#. The corre-
sponding right-ear stimulus@Fig. 2~b!, open triangle# was
matched to an ILD of only 3 dB. The other occurs for JD in
his right ear, again at Fr5100 Hz @Fig. 3~b!#, open square.
The corresponding lower-rate stimulus, in his left ear, was
matched to an ILD of 5 dB@Fig. 2~a! triangle#. Both of these
comparisons indicate that it is possible for the higher-rate
stimulus to have a pitch of 2Fr , and for the lateralization of
the corresponding lower-rate pulse train to be affected by
simultaneous pulses in the opposite ear.

Finally, we considered the possibility that that the pitch
of the filtered pulse trains may have been influenced by the
presence of combination tones~CTs!. Recently, Wiegrebe
and Patterson~1999! have shown that the pitch of amplitude-
modulated noise, bandpass filtered into a high frequency re-
gion, can be greatly weakened by a low-pass noise whose
passband covers the modulation rate. They argued that the
pitch of such modulated noises is dependent on a CT having
a frequency equal to the modulation rate, and that the level
of this CT is higher than would be predicted by traditional
models of cochlear nonlinearities. Although they only mea-
sured the CTs produced by modulated noises, the fact that
our bandpass-filtered pulse trains would have also generated
modulated responses on the basilar membrane suggests that
they too may have given rise to CTs at the modulation rate
~equal to the repetition rate!. We were particularly concerned
that a CT at the modulation rate may have affected judg-
ments of pitch but not of lateralization, and so performed the
supplementary experiment described below.

D. Supplementary experiment

The supplementary experiment repeated the measures
obtained at a subset of values ofFr ~12.5, 25, 50, and 100
Hz! in both the synchronous and asynchronous conditions of
experiment 1. The levels of the pulse trains were reduced by
15 dB, and an extra continuous low-pass noise~cutoff 1000
Hz, Kemo VBF25.01, attenuation 100 dB/octave! was added
to the pink noise background. The spectrum level of this
noise was 33 dB SPL. For these stimuli, the level of each
spectral component of a 200-Hz pulse train within the filter
passband was 51 dB SPL. Given that the critical ratio at 200
Hz is approximately 18 dB~Zwicker et al., 1957!, the low-
pass noise would have masked any CT having a level lower
than that of the primaries. The results of that experiment are
shown by the solid lines without symbols in Figs. 2~c!, ~e!,
and 3~c!. They are very similar to those obtained in the main
experiment~open symbols!, indicating that CTs are unlikely
to have had a strong influence on the pitch or lateralization
matches.

III. EXPERIMENT 2

A. Rationale and overview

The aim of experiment 2 was to provide a further test of
whether temporal pitch perception is driven by the output of
binaural lateralization mechanisms. As in experiment 1, sub-
jects adjusted the ILD of a noise to match the perceived
location of one part of a dichotic pulse train, and then ad-
justed the rate of a pulse train that was diotic~except for an
ILD ! to match its pitch. A new reference stimulus, illustrated
in Fig. 4, was used. The first 700 ms of this stimulus consists
of a dichotic pulse train with a constant ITD leading one ear.
After 700 ms the ITD starts to alternate, switching sign be-
tween subsequent pairs of pulses. Subjects were instructed to
make location and pitch matches to the ‘‘new’’ sound that
they heard coming on halfway through the 1400-ms stimu-
lus. When the ITD during the first 700 ms was leading in the
left ear, they were told that the new sound would be to the
right of the original sound, and vice versa. The nominal
pulse rate of the stimulus, defined as the pulse rate that
would have occurred had a zero ITD been used, was always
200 Hz. The rationale was that if the temporal pitch mecha-
nism is driven by the output of the lateralization process,
subjects should match to a pitch of about 100 Hz, because
only every other dichotic pulse pair has an ITD correspond-
ing to the new location. If, on the other hand, the processes
underlying the estimation of pitch and location are separate,

FIG. 4. Schematic representation of the reference stimulus used in experi-
ment 2, for a trial where the pulse train lags in the right ear for the first 700
ms. The point where the ITDs start to alternate is indicated by an arrow. In
both parts of the figure, only a few pulse pairs are shown, and the ITDs are
exaggerated, for reasons of clarity.
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then subjects may assign a location corresponding to the new
ITD, but a pitch corresponding to the input to one ear. Note
that paradoxical percepts of this general sort have previously
been reported for stimuli where spectral cues to pitch are
available, and where streaming by pitch and location have
been pitted against each other~Deutsch, 1974; Efron and
Yund, 1974; Yund and Efron, 1975; Deutsch, 1976!.

The experiment was performed with a range of ITDs,
from 0.6 to 1.4 ms. Preliminary experiments revealed that
these quite large values were needed for two binaural images
to be produced that were sufficiently far apart for subjects to
be able to focus on them separately. This may be related to
other reports showing that a sound may be perceived more
centrally when accompanied by a second stimulus presented
either to the opposite ear~Warren and Bashford, 1976! or
diotically ~Heller and Trahiotis, 1996!. Of particular rel-
evance is Dyeet al.’s ~1996! finding that, when subjects are
asked to judge the laterality of a target tone, while ignoring
that of a distracting tone, their judgments are often biased by
the ITD at which the distractor is presented.5 If a similar
phenomenon applied to our stimuli, it would result in larger
ITDs being needed to lateralize the different percepts pro-
duced by the pulse trains than would suffice for stimuli con-
taining a single, unambiguous, ITD.

A potential problem arising from the large ITDs used in
experiment 2 is that they might prevent the pulses in the two
ears from fusing binaurally, causing subjects just to treat the
two inputs as separate events. This in turn would lead to
matches near 200 Hz, but one could not conclude that the
two pulse trains were being localized by binaural mecha-
nisms~because subjects may have matched both the location
and the pitch to the input to each ear separately!. By using a
range of ITDs we were able to check for this possibility: If
lateralization is proceeding via binaural mechanisms, then
the ‘‘new’’ stimulus should become progressively more lat-
eralized as ITD increases. This check was further facilitated
by the presence of the first 700 ms of the stimulus, which
contained a constant ITD equal in absolute value to the al-
ternating ITD at the end of the stimulus. If the ITDs were
sufficiently large to cause ‘‘splitting,’’ then this should have
occurred throughout the stimulus and subjects would not be
able to follow the instruction ‘‘match to the sound in the new
location.’’ A further advantage of the leading 700 ms was
that it promoted some perceptual segregation of the sounds
in the two locations, thereby helping subjects to focus on the
new sound.

Finally, it is worth noting that the stimulus described in
Fig. 4 is not perfectly isochronous in each ear, but instead
alternates between interpulse intervals that areDt/2 ms
longer and shorter than the nominal period. In a preliminary
experiment we asked subjects to match an isochronous pulse
train to a diotic stimulus that contained the same long–
short–long–short interval pattern in both ears. As the devia-
tion from isochrony increased, we found that the pitch match
decreased steadily, as if subjects were matching to the longer
of the two intervals~cf. Kaernbach and Demany, 1998, p.
2304!. This finding, although interesting in itself, was tan-
gential to our main purpose. In the pitch-matching part of the
experiment, therefore, the adjustable stimulus also alternated

between long and short intervals, corresponding toV(P
6Dt/2) ms, whereP was the nominal period andV was the
parameter that was adjusted. The ‘‘matchedF0’’ was then
defined as being equal to 1/VP. This stimulus was diotic
except for an ILD that was determined during the first,
location-matching part of each trial.

B. Method and stimuli

The method of stimulus generation, including the filter
specifications, was the same as in experiment 1. Some dif-
ferences in the stimuli and procedure were introduced. The
level of the pulse trains was the reduced level used in the
supplementary part of that experiment, and the same low-
pass noise was present throughout. However, no pink noise
background was used, as we suspected that the task would
prove quite difficult and we did not want to exacerbate this
difficulty by presenting stimuli at a low sensation level. An-
other difference was that both the reference and matching
stimuli were gated on and off with 100-ms raised-cosine
ramps. Also, because subjects were matching to the end of
the reference stimulus, the matching sounds were presented
500 ms after, rather than 500 ms before, the reference. In
order to maximize the reliability of the location matches, an
additional procedure~cf. Buell et al., 1991! was introduced
at the beginning of each session. During this, subjects lis-
tened to a continuous diotic version of the bandpass-filtered
noise that was used in the location-matching part of the
study, and adjusted the headphones to produce a centered
image.

During each trial, subjects listened to the reference
stimulus at will, adjusted the ILD of a 700-ms bandpass-
filtered noise to match the ‘‘sound with the new location,’’
and then adjusted the~nominal! rate of a pulse train that was
diotic save for an ILD determined from the location-
matching stage. In a given session, the initial 700 ms con-
tained an ITD to one side only~always leading to the right or
always leading to the left!. In each 2-h session the subject
would perform one trial at each ITD in either an ascending or
descending pattern, repeat this in reverse order, and continue
in a similar fashion until the session was over. A total of ten
matches was made at each ITD and for each side~new sound
heard on the left or right!. Four listeners took part, including
the three who had participated in experiment 1.

C. Results

The absolute values of the ILD matches for each subject
are shown in Fig. 5. Three out of the four listeners perceived
the new sound in a progressively more lateralized position as
ITD increased~squares and triangles in Fig. 5!, although
there were some nonsystematic differences between listeners
and ears. Listener TP showed a generally erratic pattern of
ILD matches. Figure 6 shows that all listeners produced
pitch matches close to 200 Hz, at all ITDs. As discussed in
Sec. III A, a prerequisite for interpreting the pitch matches in
experiment 2 is that the lateralization of the new~matched!
sound should increase systematically with increasing ITD.
The results of the three subjects who did show this pattern,
averaged across ears, are shown in Fig. 7. It can be seen that
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the perceived location of the new sound changes with ITD,
indicating that the perceived location of the new sound is
determined by binaural mechanisms, although there is some
evidence of a leveling off at 1.4 ms. In contrast, listeners
hear a pitch of about 200 Hz—double that which would be
expected from the rate of the pulses having the new ITD. It
therefore seems that the temporal pitch mechanism does not
receive its input from the binaural mechanism responsible
for processing ITDs.

The stimuli used in experiment 2 bear some resemblance
to one condition of an experiment reported by Freymanet al.
~1997!. They presented subjects with pulse trains in which
the ITD alternated between60.5 ms, and asked them to
adjust an acoustic pointer so that its location matched that of
the ‘‘strongest’’ image heard. For the range of pulse rates
tested, 200–1000 Hz, subjects adjusted the pointer to the
location that would be expected based on the first pair of
pulses in the test stimulus. However, because of the nature of
the instructions, this does not preclude the possibility that
their subjects were in fact perceiving multiple images, with

the one corresponding to the initial pulse~s! being strongest.
As mentioned in Sec. III A, the ability of our subjects to
perceive multiple images may have been facilitated by the
fact that the initial~unambiguous! ITD was presented for 700
ms, before the ITDs started to alternate.

Two further points are worth making. First, in this ex-
periment, listener GN could make accurate pitch matches to
a stimulus heard on the right, even though he could not do so
in experiment 1. We attribute this difference to the fact that,
in experiment 2, the percept to which he was matching
started 700 ms after the beginning of the entire stimulus.
This may have helped him to focus attention on the appro-
priate binaural image. Second, the matches made by the sub-
jects at each ITD were distributed unimodally. This is illus-
trated by Fig. 8, which shows the distribution of matches to
a 1.2-ms ITD for subjects GN, JD, and BH, relative to the
mean match made by each subject. The unimodality of the
matches confirms that the ILD matches reported here were
not due, for example, to subjects failing to form a binaural
image on some trials, therefore making extreme ILD
matches, and these extreme values being averaged with an-
other, more centralized, subset of matches. It is important to
rule out such an explanation, because, if the probability of

FIG. 5. Absolute ILD matches obtained in experiment 2, shown separately
for each subject.

FIG. 6. F0 matches obtained in experiment 2, shown separately for each
subject.

FIG. 7. Absolute ILD @part ~a!# and F0 @part ~b!# matches obtained in
experiment 2, averaged across ears and across subjects GN, JD, and BH.

FIG. 8. Number of ILD matches to the 1.2-ms ITD of experiment 2, falling
in each 2-dB bin. Prior to calculation, each ILD was subtracted from the
mean for that subject and ear. This was done to avoid a situation where
individual data showed bimodal matches, but where the peaks of the distri-
butions of different subjects fell in different places, thereby obscuring the
bimodality. The bin size of 2 dB was chosen to be smaller than the standard
deviation~3.1 dB! of the normalized data set.
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failing to form an image increased with increasing ITD, it
could account for the pattern of increasingly lateralized av-
erage matches.

Finally, it is worth remarking on the range of ITDs used
here. These values~0.6–1.4 ms! are considerably larger than
the minimum ITDs that can be detected, even for stimuli
filtered into high frequency regions (.54 kHz!, where the
jnd ranges from about 60ms ~for 1/3rd-octave noise centered
on 4 kHz: Koehnkeet al., 1995! to about 0.3 ms@for a single
click filtered above 5 kHz~Yost et al., 1971!#. They are also
close to, or larger than, the maximum of about 0.65 ms that
results in real-life situations from the time taken for sounds
in this frequency range to travel the distance between the two
ears~Kuhn, 1987!. This might lead one to doubt whether the
changes in location truly reflect the output of a binaural lat-
eralization mechanism. However, in addition to the proce-
dural control mentioned in Sec. III A, it is worth noting that,
for high-pass-filtered noise stimuli, subjects can reliably
make lateralization judgments based on ITDs up to 3 ms
~Mossop and Culling, 1998!. Another relevant finding is that,
although subjects can detect small ITDs in the envelopes of
high-frequency stimuli~Henning, 1974!, ITDs in the high-
frequency part of broadband stimuli have a much smaller
effect on localization judgments than do ILDs in that part of
the spectrum~Wightman and Kistler, 1989!.6 This in turn
suggests that, for stimuli filtered into the high-frequency re-
gion and containing a zero ILD, large ITDs will be required
to produce a substantial change in perceived location, even
though much smaller ITDs may be detectable.

IV. DISCUSSION

A. Binding

In the Introduction, we discussed the informal observa-
tions that led to experiment 1 in terms of ‘‘binding’’ between
pulses. If one assumes that the binding between temporally
adjacent pulses becomes stronger as the interpulse interval is
reduced, and that this sequential binding competes with the
binaural fusion between the ‘‘A’’ pulses@Fig. 1~a!# in the
two ears, then one can accountqualitatively for the infor-
mally reported effects ofFr on perception. Specifically, as
Fr increases, the binaural fusion is reduced by competition,
thereby ~i! increasing the lateralization of the lower-rate
stimulus, and~ii ! allowing the higher-rate stimulus to be per-
ceived at something more closely approaching its true rate
~2Fr ). However, as discussed below, the quantitative data
reported here would require such an account to be modified.

One way in which the competition between sequential
and simultaneous binding could be implemented is if a pro-
portion of each ‘‘A’’ pulse@Fig. 1~a!# in the lower-rate ear
were fused with the contralateral A pulse, and the remainder
formed part of a temporal sequence with the ‘‘B’’ pulses.
This is illustrated in Fig. 9~a! for a stimulus in which the
higher-rate train is presented to the left ear. The figure shows
that the dichotic pulse train would decompose into two parts:
a pulse train of rateFr localized between midline and the
right ear, plus a modulated pulse train having a carrier rate of
2Fr and lateralized to the left. When the pulse rate increases
@Fig. 9~b!#, less of each left-ear ‘‘A’’ pulse fuses with the

right-ear A pulse, which leads to two effects: the binaurally
fused percept is more lateralized to the right ear, and the
‘‘residual’’ pulse train in the left ear is less modulated. This
reduction in modulation depth will, in turn, cause the
matched pitch of the ‘‘higher-rate’’ stimulus to increase
~McKay and Carlyon, 1999!. Note that this analysis, al-
though accounting qualitatively for the pattern of results ob-
served in experiment 1, fails to account for the ‘‘duplex’’
region observed in that experiment. For example, the ILD
matches made to the lower-rate stimulus were often close to
0 dB, even whenFr was as high as 50 Hz—cf. for example
the rightmost percepts experienced by listeners JD and TP
@open triangles, Fig. 2~b!#. This would predict that the re-
sidual pulse train, heard on the left~Fig. 9, bottom row!,
would have every other pulse completely attenuated, and
would have a perceived rate ofFr. Instead, the matches to
the corresponding higher-rate pulse train@open squares, Fig.
3~a!# were closer to 2Fr .

In order to reconcile the general scheme described above
with the duplex region observed in experiment 1, one could
assume that the links between sequential-same-ear and
simultaneous-opposite-ear pulses do not have to be inter-
preted in a mutually consistent way by all mechanisms. In
this sense, one can view the lateralization and temporal pitch
mechanisms as ‘‘grabbing what they can:’’ at high pulse
rates, the ‘‘A’’ pulses in the two ears are at least partially
fused into an image that is not located at the ‘‘ear of entry,’’
but the pitch mechanism nevertheless completely incorpo-
rates the pulses in the higher-rate ear. This general idea, that
different mechanisms interpret links between sounds in dif-
ferent ways, is not a new one, with various dissociations
between pitch and location being present in the literature.
For example, Deutsch~1974! presented subjects with an al-
ternating pattern of 400- and 800-Hz tones in each ear, such
that when one ear was receiving the 400-Hz tone the other

FIG. 9. Schematic representation of one way in which perceptual binding
could account for the pattern of pitch/rate and location matches observed in
experiment 1 for lowFr @part ~a!# and highFr @part ~b!#.
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received the 800-Hz tone and vice versa. Subjects typically
heard a sequence of high tones in one ear and a sequence of
low tones in the other, with the ear in which the high tones
were heard depending to some extent on the handedness of
the listener. Deutsch~1976! suggested that, for right-handers,
the perceived pitch at any one time was dominated by the
sound presented to the right ear, whereas the perceived loca-
tion was determined by the tone having the higher frequency.
A consequence of this was that when 800 Hz was presented
to the left ear and 400 Hz to the right, subjects heard the
location corresponding to the left ear~as it received the
higher tone! but the pitch corresponding to the right. A re-
lated phenomenon7 has been reported for dichotic pairs of
inharmonically related tones~Efron and Yund, 1974; Yund
and Efron, 1975!.

Overall, one can conclude that the concept of competi-
tion between binding processes, combined with the idea that
the resulting links are assessed independently by different
mechanisms, can account for the general pattern of results
observed here. However, it must be conceded that such an
account is purely qualitative, and that the way that it may be
implemented by the auditory system is not specified in any
detail. Below, we discuss a number of alternative explana-
tions, which, while not necessarily inconsistent with the
above account, have perhaps a more quantitative grounding
in the psychoacoustic literature on binaural processing.

B. Interaural decorrelation

When two identical noises are presented to the two ears,
listeners report a single, fused, centered percept. As the cor-
relation between them is decreased~for example, by averag-
ing one channel with an independent noise source!, the per-
cept becomes more diffuse, and listeners may eventually
report hearing two separate sounds, one in each ear. In other
words, below some interaural correlation, the binaural sys-
tem ceases to form a fused image, and the inputs to the two
ears may be treated as separate sources. This principle could
account for the increasingly lateralized perception of the
lower-rate pulse train in the synchronous condition of experi-
ment 1@Fig. 1~a!# asFr is increased, if one assumes that the
correlation is calculated over a finite duration. At lowFr, the
interpulse duration of the higher-rate stimulus may be longer
than the ‘‘correlation window,’’ so that, over the duration of
a window centered on a pair of ‘‘A’’ pulses@Fig. 1~a!#, the
interaural correlation is 1.0. AsFr is increased beyond a
certain value, adjacent ‘‘B’’ pulses start to fall into the win-
dow, and the resulting interaural correlation drops. The cor-
relation should reach a minimum at a value ofFr where three
pulses in one ear pass through the window unattenuated, and
where the middle of these is accompanied by a simultaneous
pulse in the opposite ear; this will occur when the duration of
the window is equal to 1/Fr. The correlation should not drop
systematically asFr is increased further. This prediction can
be tested against both the present data and the existing lit-
erature on binaural processing.

One way of measuring the effective duration of the bin-
aural window was described by Summerfield and his col-
leagues~Akeroyd and Summerfield, 1998; Culling and Sum-
merfield, 1998; Akeroyd and Summerfield, 1999!. They

measured the detection threshold for a brief, interaurally
phase-shifted~Sp! signal in a burst of diotic noise~N0!,
which was preceded and followed by two 200-ms bursts of
uncorrelated noise~Nu!. By measuring the increase in
threshold as the duration of the N0 burst was reduced, Ak-
eroyd and Summerfield derived a binaural window having an
equivalent rectangular duration~ERD! of about 120 ms. A
roughly similar value of 170 ms has been obtained in experi-
ments where the listener is required to discriminate between
a single burst of N0 noise and one in which a short portion
has been replaced by Nu noise~Akeroyd and Summerfield,
1999!. The correlation at the output of a binaural window,
produced by the stimuli of experiment 1, should therefore
reach a minimum at Fr55.9– 8.3 Hz~1/0.170 to 1/0.120 s!,
and not drop further asFr is increased above this value. This
prediction is not borne out by the lateralization data@Figs.
2~c! and ~d!#, where the matches to the lower-rate stimulus
change most over the range ofFr from 50–100 Hz. It is,
however, more consistent with the effects on perceived rate/
pitch, where the effect of synchrony between the pulses in
the two ears does not vary markedly withFr above about
12.5 Hz@Figs. 3~c!, ~d!#.

The above observation, that a given window duration
can account for the pitch but not the location data, is a con-
sequence of the duplex region observed in experiment 1. It
provides a further argument against decorrelation as a com-
plete explanation for our results. Indeed, it leads to the
slightly surprising observation that a binaural model is more
effective at modeling the effects of interaural decorrelation
on pitch than on lateralization. Furthermore, even if a modi-
fied version of the decorrelation hypothesis could account for
our lateralization results, perhaps by assuming a different
window duration, it is unlikely that it could then account for
our pitch data.

C. Binaural sluggishness

Another potential explanation for the effects ofFr on
lateralization comes from the concept of ‘‘binaural sluggish-
ness.’’ For example, it is known that slow sinusoidal inter-
aural phase modulation produces an image that oscillates be-
tween the ears, but that this percept of sound movement
disappears once the modulation rate exceeds 10–20 Hz
~Grantham and Wightman, 1978!. The binaural processing of
modulations in ILD is also sluggish, albeit to a lesser degree:
as modulation rate exceeds 2–5 Hz, the perception of move-
ment deteriorates~Blauert, 1972! and thresholds of delecta-
bility ~re an unmodulated stimulus! increase~Grantham,
1984!, but large time-varying ILDs can still be detected at
modulation rates as high as 50–100 Hz~Grantham, 1984!.
As shown in Fig. 1~a!, the ILD re each pulse in the higher-
rate stimulus alternates between zero~for the ‘‘A’’ pulses!
and infinity ~‘‘B’’ pulses!, and at highFr it is possible that
this rate is too fast for the binaural system to follow. It might
then ‘‘default’’ to perceiving one sound on each side of the
head. However, as shown in Fig. 2, what the listener actually
hears is one sound on one side of the head and the other
partway between the center of the head and the other ear. It
seems hard to understand why the system would default to
such a mode.
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Some aspects of our results shed light on the nature of
binaural sluggishness itself. At the highestFr studied~100
Hz!, subjects were still able to make reasonably reliable ILD
matches to individual binaural images within each mixture,
even though the ILD~experiment 1! or ITD ~experiment 2!
was alternating at a rate of 100 Hz. This suggests that al-
though binaural sluggishness may apply to the perception of
movement of continuous stimuli, it does not have a devastat-
ing effect on the lateralization of static images resulting from
the segregation of subsets of elements within a pulse train.
However, the need for listeners to perceive movement is
clearly not essential for some temporal limitations on binau-
ral processing to be observed, as evidenced by the long bin-
aural windows reported in the works by Akeroyd, Culling,
and Summerfield and described in Sec. IV A 1. Hence, it ap-
pears that the conditions under which binaural sluggishness
does and does not occur still remain to be fully determined.
Our results serve to further define the conditions under which
this aspect of auditory processing affects performance.

D. Binaural adaptation

The experiments described in this article have led us to
the conclusion that the temporal pitch mechanism is not
driven by the output of binaural lateralization mechanisms.
Another insight into the relationship between spatial and
temporal processing comes from the phenomenon of binaural
adaptation, first described by Hafter and Dye~1983!. They
required subjects to detect an ITD imposed on a click train,
and found that the improvement in sensitivity that occurred
as more clicks were added to the sequence was smaller than
the improvement predicted from an optimal combination of
independent observations. They concluded that the later
clicks in a pulse train make a smaller contribution to sensi-
tivity than do the earlier ones, provided the pulse rate ex-
ceeds a certain value. The minimum pulse rate at which this
occurred varied somewhat across listeners, but, for most lis-
teners, little or no binaural adaptation occurred at pulse rates
of 200 Hz~the highest used here! or below. More generally,
there is ample evidence that onsets can dominate suprath-
reshold lateralization judgments~Franssen, 1960; Saberi,
1996; Freymanet al., 1997!. This is not the case for pitch
judgments; at least for discrimination measures,F0 discrimi-
nation of unresolved harmonics deteriorates markedly as sig-
nal duration drops below about 100 ms~Plack and Carlyon,
1995!, and later pulses in a pulse train contribute to rate
discrimination thresholds as much as the earlier pulses do
~Hafter and Richards, 1988!. Hence, it is possible that, in our
experiments, the location of each pulse train was determined
largely by the beginning of the sequence, whereas the pitch
was derived from an analysis that was distributed more
evenly in time.

V. SUMMARY AND CONCLUSIONS

In the Introduction we described preliminary observa-
tions showing that, asFr is increased, two changes occur in
the perception of the dichotic pulse train described in Fig.
1~a!. The lower-rate train is perceived in a progressively
more lateralized position, and the pitch of the higher-rate

train increases relative toFr. These findings were discussed
in terms of competition between temporal and spatial bind-
ing in audition, and two specific hypotheses were described.
The results of the more formal experiments described here
allow a test of these two accounts.

First, it was suggested that increasingFr could decrease
the fusion between simultaneous pulses in opposite ears, but
that the perceived rate/pitch might nevertheless be driven by
the output of this binaural analysis. Two findings argue
strongly against this scheme. Experiment 1 revealed that the
perceived pitches and locations of the two percepts produced
by the dichotic trains were not always consistent. Specifi-
cally, at Fr .12.5– 25 Hz, the binaural fusion between the
two pulse trains did not affect the perceived pitch of the
higher-rate train@Figs. 3~c!, ~d!#, but had a strong effect on
the lateral position of the lower-rate train@Figs. 2~c!, ~d!, ~e!,
~f!#. Experiment 2 showed that when the odd-numbered
pulses in a dichotic stimulus~Fig. 4! had an opposite ITD to
the even-numbered pulses, the lateral position of the odd
pulses was dominated by their ITD, but that their pitch was
roughly equal to the total pulse rate presented to each ear.

The results of both experiments are more consistent with
a scheme whereby temporal pitch mechanisms operate on the
input to each ear, rather than being driven by the output of
binaural mechanisms This idea formed part of a hypothesis
proposed in Sec. II A, which also stated that, when the value
of Fr is too low to elicit a sense of pitch, the resulting per-
ception of rateis driven by the output of binaural mecha-
nisms. The highest value ofFr at which binaural fusion af-
fected the pitch of the higher-rate pulse train was about 25
Hz, and given that the higher-rate train was presented at
2Fr , this corresponds reasonably well to the 19 Hz at which
listeners start to report hearing a pitch~Guttman and Pruzan-
sky, 1962!. However, this correspondence is not particularly
strong evidence for a strict dissociation between the percep-
tion of roughness and of pitch, given evidence that the exact
lower limit of pitch will depend on factors such as the task
requirements and the spectral content of the stimuli~Gutt-
man and Pruzansky, 1962; Pressnitzeret al., 1999; Krumb-
holz et al., 2000!. The strongest distinction we wish to high-
light is that, forFr .25 Hz, binaural fusion affects perceived
location but not pitch.

Finally, it is worth pointing out that, although temporal
pitch perception does not receive its input from lateralization
mechanisms, this does not mean that it is a purely peripheral
process. Indeed, the fact that the stimulus in one ear can
affect the pitch matches in the other ear, even when there is
no synchrony between the two ears@Fig. 1~b!#, suggests that
representations of temporal pitch interact at some central
stage. In this regard, temporal pitch perception may be like
other phenomena studied in the first author’s laboratory,
which appear to be dominated by ‘‘ear of entry’’ rather than
perceived location, but which are also affected by stimuli
presented to both ears; these phenomena include the detec-
tion of mistuning~Gockel and Carlyon, 1998! and modula-
tion detection interference~Lyzenga and Carlyon, 2000!. It
differs from another group of phenomena, which is driven by
the output of binaural processes; these include the build-up
of auditory streaming~Rogers and Bregman, 1993!, the
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‘‘overintegration’’ of pitch ~Gockelet al., 1999!, picking out
one tune from a pair of interleaved melodies~Hartmann and
Johnson, 1991!, and tracking one spoken message in the
presence of another~Darwin and Hukin, 1999!. This catego-
rization of phenomena in terms of whether they are or are not
driven by binaural processes may well prove useful in un-
covering the relationship between the neural processes re-
sponsible for different aspects of auditory perception.
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1We use the term ‘‘binding’’ to refer to the formation of links between
different sound elements~in our case, clicks!. This usage is slightly differ-
ent from that common in the visual literature, where it refers to the con-
junction of different features~position, color, orientation! of the same ob-
ject ~e.g., Treisman, 1998!.

2This general scheme is also consistent with Kubovy’s~1988! ‘‘thought
experiment,’’ in which each instrument in a sextet is played over a separate,
hidden, loudspeaker. He argues that the listener would not spontaneously
form a spatial image of the locations of the loudspeakers, but, rather, would
use other cues to segregate the six sources and then~serially! attempt to
assign a location to each source.

3Recently, Pressnitzeret al. ~1999! and Krumbholzet al. ~2000! have ar-
gued that the lowest rate that will support a sensation of melodic pitch
varies with the frequency region into which the stimuli are filtered, and can
be as high as 250 Hz.

4Another way of viewing the dissociation between the effects of binaural
fusion on rate/pitch and on lateralization is to observe the range ofFr over
which these two percepts change most: rate/pitch changes markedly with
increasingFr only up to about 25 Hz@squares, Figs. 3~c!, ~d!#, whereas
lateralization varies over the entire range, with some of the largest changes
occurring at highFr @triangles, Figs. 2~c! and ~d!#.

5Dye et al. ~1996! measured the ‘‘weights’’ that subjects applied to the
target and distractor when judging the laterality of the former. They did this
for various combinations of target and distractor frequency. Interestingly,
more than half of their subjects applied a greater weight to the ITD of the
tone with the higher-frequency, even when that tone was the distractor and
they were told to ignore it. This may be related to the finding that, in
Deutsch’s octave illusion, the perceived location is determined by that of
the higher-frequency tone.

6Conversely, Wightman and Kistler also found that, in the low-frequency
part of the spectrum, ITDs had a much larger effect on localization than did
ILDs.

7Deutsch and Roll argued that different mechanisms were responsible for
their phenomenon and that reported by Efron and Yund. One piece of
evidence that they cited in support of this assertion was that handedness did
not affect the pattern of results reported by Efron and Yund’s subjects.
However, it is worth noting that a study by Zwicker~1984!, which success-
fully replicated Deutsch’s main findings, failed to find an effect of handed-
ness on her phenomenon either.
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The mechanism~s! determining pitch may assign less weight to portions of a sound where the
frequency is changing rapidly. The present experiments explored the possible effect of this on the
overall pitch of frequency-modulated sounds. Pitch matches were obtained between an adjustable
unmodulated sinusoid and a sinusoidal carrier that was frequency modulated using a highly
asymmetric function with the form of a repeating U~øø! or inverted U~ùù!. The amplitude was
constant during the 400-ms presentation time of each stimulus, except for 10-ms raised-cosine onset
and offset ramps. In experiment 1, the carrier level was 50 dB SPL and the geometric mean of the
instantaneous frequency of the modulated carrier,f c , was either 0.5, 1, 2, or 8 kHz. The modulation
rate (f m) was 5, 10, or 20 Hz. The overall depth~maximum to minimum! of the FM was 8% off c .
For all carrier frequencies, the matched frequency was shifted away from the mean carrier
frequency, downwards for theøø stimuli and upwards for theùù stimuli. The shift was typically
slightly greater than 1% off c , and did not vary markedly withf c . The effect off m was small, but
there was a trend for the shifts to decrease with increasingf m for f c50.5 kHz and to increase with
increasingf m for f c52 kHz. In experiment 2, the carrier level was reduced to 20 dB SL and
matches were obtained only forf c52 kHz. Shifts in matched frequency of about 1% were still
observed, but the trend for the shifts to increase with increasingf m no longer occurred. In
experiment 3, matches were obtained for a 4-kHz carrier at 50 dB SPL. Shifts of about 1% again
occurred, which did not vary markedly withf m . The shifts in matched frequency observed in all
three experiments are not predicted by models based on the amplitude- or intensity-weighted
average of instantaneous frequency~EWAIF or IWAIF!. The shifts~and the pitch shifts observed
earlier for two-tone complexes and for stimuli with simultaneous AM and FM! are consistent with
a model based on the assumption that the overall pitch of a frequency-modulated sound is
determined from a weighted average of period estimates, with the weight attached to a given
estimate being inversely related to the short-term rate of change of period and directly related to a
compressive function of the amplitude. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1342073#

PACS numbers: 43.66.Hg, 43.66.Ba, 43.66.Mk@LRB#

I. INTRODUCTION

Many sounds produced by musical instruments or the
human voice can be characterized as complex tones in which
the fundamental frequency (f 0) undergoes quasiperiodic
fluctuations ~vibrato!. If the fluctuations are of moderate
depth, the fluctuation rate is not too high, and the tones are
reasonably long, then the tones are perceived as having a
single overall pitch~Miller and Heise, 1950; Shonle and Ho-
ran, 1976; d’Alessandro and Castellengo, 1994!, which is

sometimes referred to as the ‘‘principal pitch’’~Iwamiya
et al., 1983, 1984!; otherwise, multiple pitches may be heard
~McClelland and Brandt, 1969; d’Alessandro and Castel-
lengo, 1994!. When a single overall pitch is perceived, the
pitch value has usually been reported to correspond to the
mean f 0 ~Tiffin, 1931; Seashore, 1938; Sundberg, 1978a,
1978b; Shonle and Horan, 1980; Iwamiyaet al., 1983;
d’Alessandro and Castellengo, 1994!, although Shonle and
Horan ~1980! reported that the geometric mean gave a
slightly better fit to their results than the arithmetic mean.
These findings have led to models of the pitch of vibrato
tones in which the overall pitch is computed as a simple
average of the pitches derived from brief samples of the
sound ~Iwamiya et al., 1983!, although d’Alessandro and
Castellengo~1994! proposed that, for brief sounds, later
parts of the sound are weighted more highly than earlier
parts of the sound.

a!Some of the data for experiment 1 were presented in Gockelet al. @Br. J.
Audiol. 34, 99 ~2000!#.

b!Present address: CNBH, Department of Physiology, University of Cam-
bridge, Downing Street, Cambridge CB2 3EG, UK. Electronic mail:
hedwig.gockel@mrc-cbu.cam.ac.uk

c!Electronic mail: bcjm@cus.cam.ac.uk
d!Electronic mail: bob.carlyon@mrc-cbu.cam.ac.uk
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Much of the research on the pitch of vibrato tones made
use of tones which were frequency modulated symmetrically
on a linear frequency scale. However, Shonle and Horan
~1980! included an experiment using asymmetrical modula-
tion waveforms~described as ‘‘flat top’’ and ‘‘flat bottom’’!,
and concluded that overall pitch depended on ‘‘an averaging
of all frequencies present and not just the extreme frequen-
cies’’ ~page 246!. Iwamiya et al. ~1983! came to a similar
conclusion. Fethet al. ~1982! have also studied the pitch of
sounds in which the frequency modulation was highly asym-
metric. However, their stimuli contained both amplitude
modulation ~AM ! and frequency modulation~FM!. The
stimuli were created by adding two sinusoids with closely
spaced frequencies~f 1 and f 2! and slightly different ampli-
tudes~in what follows, the term ‘‘amplitude’’ will be used to
denote the magnitude of the envelope!. These stimuli can be
described as a single sinusoid whose instantaneous frequency
and amplitude fluctuate periodically at a rate equal tof 2– f 1 .
Rapid changes in instantaneous frequency occur close to en-
velope minima. As described earlier by Helmholtz~1863!,
they found that the pitch did not correspond to the mean of
f 1 and f 2 but was shifted towards the frequency of the com-
ponent with higher amplitude. They accounted for their re-
sults using a model based on calculation of the envelope-
weighted ~arithmetic! average of instantaneous frequency
~EWAIF!, described earlier by Feth~1974!. In this model,
portions of the sound with low amplitude receive less weight
in the calculation of pitch than portions with high amplitude.
In later work, models based on the intensity-weighted aver-
age of instantaneous frequency~IWAIF ! have been proposed
~Anantharamanet al., 1993; Dai, 1993; see also Iwamiya
et al., 1984!, but the general principle of the models remains
the same.

Recent work on the perception of frequency modulated
sounds suggests that the computation of overall pitch may
not be so simple. It is often assumed that the detection of FM
of sinusoidal carriers can be mediated by two mechanisms: a
place mechanism based on FM-induced AM in the excitation
pattern, and a temporal mechanism based on phase locking
in the auditory nerve. It has been proposed that the mecha-
nism for extraction of pitch is ‘‘sluggish’’ and has difficulty
tracking rapid changes in frequency, especially when the
pitch is extracted using temporal information~phase locking
in the auditory nerve! ~Moore and Sek, 1995, 1996; Sek and
Moore, 1999, 2000!. For example, Moore and Sek~1995!
measured psychometric functions for the detection of FM
and AM using quasitrapezoidal modulation with a rate of 5
periods per s and carriers of 250, 1000, and 6000 Hz. With
quasitrapezoidal modulation, the stimuli spend more time at
extremes of frequency or amplitude than is the case with
sinusoidal modulation. They found that performance was
better for 5-Hz trapezoidal modulation than for 5-Hz sinu-
soidal modulation. More importantly, for the two lower car-
rier frequencies only, the improvements were markedly
greater for FM than for AM detection. This is consistent with
the idea that the use of phase-locking information depends
on the time that the stimuli spend at frequency extremes.

Evidence for sluggishness of the temporal pitch mecha-
nism has also been obtained using carriers consisting of

groups of high, unresolved harmonics~Carlyon and Shack-
leton, 1994; Shackleton and Carlyon, 1994; Plack and Car-
lyon, 1995!. It is usually assumed that the pitch of such
sounds is extracted by a purely temporal mechanism. Plack
and Carlyon~1995! showed that detection of FM off 0 was
much poorer for a complex tone consisting of unresolved
harmonics than for one with resolved harmonics~5-Hz FM
rate!; for the latter, place information as well as temporal
information would be available. It is noteworthy that FM
detection thresholds for the complex tone with unresolved
harmonics were similar to those found in anf 0 discrimina-
tion task~between two steady tones! when the tone duration
was short. It appears that the short time spent at frequency
extremes is the critical factor~cf. Carlyonet al., 2000!.

The term sluggishness has often been used to character-
ize the poor ability of the pitch mechanism to track rapid
changes in frequency. This terminology would be consistent
with the idea that the poor ability is produced by an integra-
tion mechanism with a long integration time. If this were the
case, the overall pitch of a frequency-modulated sound
should correspond to the mean frequency of that sound.
However, it is also possible that the initial analysis of pitch
information occurs over relatively short durations. The pitch
estimate for a given segment of the stimulus may be reduced
in accuracy when the frequency changes rapidly during that
segment. Subsequently, there may be a longer-term integra-
tion or averaging process, in which pitch estimates from seg-
ments of the sound where the frequency~or f 0! is changing
rapidly receive less weight than estimates from portions
where the frequency is changing more slowly. For brevity,
we will refer to this as ‘‘stability-sensitive weighting.’’ If
such a thing does occur, results on the pitch of two-tone
complexes~Feth, 1974; Fethet al., 1982; Anantharaman
et al., 1993; Dai, 1993! may need reinterpretation. The shift
in pitch found for these stimuli might have occurred partly
because of stability-sensitive weighting. With these stimuli,
it is not possible to tease apart the effects of stability-
sensitive weighting and of fluctuations in amplitude on the
overall pitch of a frequency-modulated sound; the stimuli are
modulated in both frequency and amplitude, and amplitude
covaries with the rate of change of instantaneous frequency.

In the present study, we used frequency-modulated tones
with highly asymmetrical patterns of FM, comparable to the
patterns of FM for the two-tone stimuli of Feth and co-
workers. However, for our stimuli the amplitude was con-
stant during the stimulus presentation. Our working hypoth-
esis was that stability-sensitive weighting would result in the
pitch mechanism placing less weight on portions of the
waveform where the instantaneous frequency was changing
rapidly. This would result in a shift in the perceived pitch
away from the value corresponding to the mean frequency.
The EWAIF and IWAIF models would predict no such shift.

II. EXPERIMENT 1

A. Stimuli

Pitch matches were obtained between an unmodulated
sinusoid and a sinusoid that was frequency modulated with a
repeated U-shaped function~øø! or a repeated inverted
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U-shaped function~ùù!; see Fig. 1, top. The amplitude was
constant during the 400-ms presentation time of each stimu-
lus ~see Fig. 1, bottom!, except for 10-ms raised-cosine onset
and offset ramps. The level was 50 dB SPL. The geometric
mean of the instantaneous frequency of each FM tone was
always equal to its carrier frequency (f c) and was either 0.5,
1, 2, or 8 kHz. The modulation rate (f m) was 5, 10, or 20 Hz.
For f c equal to 2 kHz, a rate of 50 Hz was also used, as
preliminary data indicated that the overall pitch was affected
by modulation rate, and we wished to determine whether this
effect persisted at a higher rate. The overall depth~maximum
to minimum! of the FM (f depth) was 8% off c . For f c equal
to 0.5 kHz, initial measurements indicated that the overall
pitch was less affected by the modulator waveform~øø
versusùù! than was the case for higher carrier frequencies;
to obtain larger effects, we also usedf depth512% for f c

equal to 0.5 kHz.
Equation ~1! specifies the time waveform of the FM

tones

x~ t !5sin 2pS f ct1E
0

t

DF~l!dl D , ~1!

wherel is the integration variable, andDF(l) is either the
repeated U-shaped@DFø(t)# or the repeated inverted
U-shaped@DFù(t)# function. The generic function used to
define the instantaneous frequency for U-shaped FM with
rate f m is given by

f ø~ t !5~12a2!/~122a cos~2p f mt1F!1a2!, ~2!

wheret is time in seconds anda is equal to 0.6. Time zero is
defined as the start of the stimulus. The maximum of this
function ~Max! equals (11a)/(12a). The minimum~Min!
equals (12a)/(11a). If the starting phaseF equals zero,
then the function starts at its maximum; if it equalsp, then it
starts at its minimum. The inverted U-shaped function is
given by

f ù~ t !5Max2 f ø~ t !. ~3!

The U-shaped modulator is given by

DFø~ t !5k~ f ø~ t !2Zø!, ~4!

and the inverted U-shaped modulator is given by

DFù~ t !5k~ f ù~ t !2Zù!. ~5!

The parameterk determines the range over which the fre-
quency varies, with

k5 f depthf c /~100~Max2Min!!. ~6!

The parametersZø andZù determine the ‘‘zero line’’ of the
modulator functions. They were chosen so that the geometric
mean instantaneous frequency of each FM tone was equal to
its carrier frequency. Note that, for the relatively small
modulation depths used in these experiments, the geometric
and arithmetic mean frequencies are essentially identical. For
the 8% overall modulation depth, the arithmetic mean fre-
quencies of theøø and ùù stimuli are 0.0250% and
0.0262% abovef c , respectively. The difference between the
arithmetic means of theøø andùù stimuli is 0.0012% of
f c .

The starting phase of the modulator function was either
0 or p. For F equal to zero, the modulation starts at the
extreme of the fast frequency excursion~phase 1!. For F
equal top, it starts half a cycle later, i.e., halfway through
the plateau in instantaneous frequency~phase 2!. These two
phase conditions were included to check whether the end~or
the start! of the stimulus contributes more to the overall pitch
than the central portion.

All stimuli were generated digitally, played out by a
16-bit digital-to-analog converter~CED 1401 plus! at a sam-
pling rate of 40 kHz, and passed through an antialiasing filter
~Kemo 21C30! with a cutoff frequency of 17.2 kHz~slope of
100 dB/oct!. Stimuli were presented monaurally~to the left
ear of subjects!, using Sennheiser HD250 headphones. Sub-
jects were seated individually in an IAC double-walled
sound-attenuating booth.

B. Procedure

A two-interval, two-alternative adaptive procedure was
used to obtain pitch matches between the modulated tone and
an unmodulated sinusoid; the frequency of the latter was
adjusted to obtain the match. The FM tone was always pre-

FIG. 1. The top panel shows the instantaneous frequency trajectories of the
øø ~solid line! and theùù ~dashed line! stimuli. The two stimuli have the
same geometric mean instantaneous frequency~1 kHz!. In this examplef c

equals 1 kHz,f depthequals 8%,f m is 10 Hz, andF equals zero. The bottom
panel shows the waveform of a sinusoid modulated by two cycles of theøø
function. For clarity, af c of 100 Hz, and a greatly exaggeratedf depthof 50%
are shown.
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sented in the first interval. After an interstimulus interval of
500 ms, the unmodulated sinusoid was presented. Each in-
terval was marked by a light. Subjects were required to in-
dicate the interval containing the tone with the higher pitch.
A two-down, two-up rule was used to adjust the frequency of
the unmodulated tone. After two consecutive identical an-
swers, the frequency of the tone was increased if the first
interval was judged higher and decreased if the second inter-
val was judged higher. This procedure tracks the point cor-
responding to 50% ‘‘higher’’~or ‘‘lower’’ ! judgments of the
adjustable tone. At each turnpoint~a change in the direction
of the frequency change!, the step size was halved. The start-
ing step size was 10% off c . The minimum step size was
0.2% of f c at 0.5, 1, and 2 kHz, and 0.3% at 8 kHz.

The starting frequency of the unmodulated tone was var-
ied quasirandomly in the rangef c60.4 octaves. For each FM
tone there were always two runs in a sequence; in one, the
unmodulated tone started at a frequency higher thanf c , and
in the other it started at a frequency lower thanf c . The order
of the two was balanced. Two buttons on a response box,
marked 1 and 2, respectively, were used to indicate the in-
terval with the higher pitch. By pressing a third button~un-
derneath a red LED!, subjects initiated the presentation of
the same stimulus pair again. By pressing a fourth button
~underneath a green LED! subjects indicated when they were
satisfied with the pitch match. Subjects were encouraged to
‘‘bracket’’ the overall pitch of the FM tone with the pitch of
the unmodulated tone, that is, to go from higher to lower to
higher, etc. They were also encouraged~and did so! to listen
a few times to the same stimulus pair before indicating the
interval with the higher pitch. Only after they reached the
minimum step size was their response ‘‘Pitch of the two
tones is the same’’ accepted. If a subject pressed the fourth
button before the minimum step size was reached, the re-
sponse was ignored and the same stimulus pair was pre-
sented again. No feedback was provided. Subjects were in-
formed about the procedure.

A pitch match was defined as the frequency of the un-

modulated tone presented immediately before the subject in-
dicated that the pitch in the two intervals was equal. At least
ten pitch matches were obtained for each condition and sub-
ject. The data reported are the geometrical means of these ten
~or more! pitch matches.

The total duration of a single session was about 2 h,
including rest times. The different carrier frequencies were
run in separate blocks. FM rate and starting phase of the
modulator function were run in a quasirandomized order.
The order of the conditions was counterbalanced over sub-
jects. To familiarize subjects with the procedure and equip-
ment, they were given three practice runs~i.e., made three
matches! before data collection was started.

C. Subjects

Four subjects, ranging in age from 18 to 38 years, par-
ticipated in all conditions. Their quiet thresholds at octave
frequencies between 500 and 8000 Hz were within 15 dB of
the ANSI ~1969! standard. All subjects were musically
trained. They differed in their degree of training. Subject JJ
was an eighth-grade singer, and had the highest degree of
training. The other ones, ranked from more to less training,
were PK, CO, and US.

D. Results

Except for f c58 kHz, the results were similar across
subjects and mean results for the three lower carrier frequen-
cies ~with associated standard errors! are plotted in Fig. 2.
The mean adjusted frequency of the sinusoidal matching
tone is expressed relative to the average instantaneous fre-
quency of the modulated tone~equal tof c! and plotted as a
function of modulation rate. For the 8-kHz carrier, one sub-
ject ~CO! produced much more erratic results than the other
subjects, and she also showed strong bias effects. The mean
data for the 8-kHz carrier shown in the bottom right panel of
Fig. 2 were calculated excluding her results. For theøø
stimuli ~downward-pointing triangles!, the adjusted fre-

FIG. 2. Geometric mean data and standard errors across
all four subjects~except for carrier of 8 kHz, where
only three subjects are included!. Each panel shows
data for one carrier frequency. The value off depth was
8% ~filled symbols! or 12% ~open symbols; only mea-
sured for f c50.5 kHz!. Symbols for phase 1 are con-
nected by a solid line. Symbols for phase 2 are con-
nected by a dashed line. Downward-pointing triangles
indicate theøø stimuli. Upward-pointing triangles in-
dicate theùù stimuli.
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quency was below the mean frequency of the modulated
stimuli, while for the ùù stimuli ~upward-pointing tri-
angles!, the adjusted frequency was above the mean fre-
quency of the modulated stimuli. This was true for all modu-
lation rates and all carrier frequencies. These pitch shifts are
in the direction expected from the hypothesis described in
the Introduction, that portions of the sound where the fre-
quency was changing rapidly would receive less weight in
the computation of pitch than portions where the frequency
was changing more slowly. The pitch shifts are not predicted
by the EWAIF or IWAIF models. The existence of pitch
shifts for the 8-kHz carrier will be discussed later. Note that
although the results for CO at 8 kHz showed a bias effect,
the adjusted frequency always falling below the mean fre-
quency of the modulated carrier, theøø stimuli were still
generally matched with a lower frequency than theùù
stimuli.

Within-subjects analyses of variance~ANOVAs! were
conducted on the logarithms of the ratios~adjusted
frequency/f c! with factors shape of the modulator~øø ver-
sus ùù!, starting phase, and modulation rate. Logarithms
were used, as the variability of the matches tended to in-
crease with increasing pitch shift. The Huynh–Feldt~HF!
correction was used when the condition of sphericity was not
satisfied. Note that, since the shifts in pitch match for the
øø stimuli were roughly a ‘‘mirror image’’ of those for the
ùù stimuli ~i.e., the shifts were roughly symmetric about a
value of 1!, we would not generally expect to find a signifi-
cant main effect of modulation rate or starting phase. Effects
of modulation rate or starting phase would be revealed as an
interaction of these factors with shape. Separate analyses
were conducted for each carrier frequency, as more modula-
tion rates were used for the 2-kHz carrier than for the other
carriers, and as two modulation depths were used for the
0.5-kHz carrier only.

The main effect of shape was highly significant for all
carrier frequencies: for f c50.5 kHz, F(1,3)592.4, p
50.002 for the 8% depth andF(1,3)5176.9,p,0.001 for
the 12% depth; forf c51 kHz, F(1,3)5980.7,p,0.001; for
f c52 kHz, F(1,3)5106.3,p50.002; for f c58 kHz ~analy-
sis based on the results for all four subjects!, F(1,3)535.6,
p50.009. There was no significant main effect of starting
phase for any carrier frequency. However, the interaction of
starting phase and shape was significant for the 0.5-kHz car-
rier @F(1,3)577.7, p50.003 for the 8% depth andF(1,3)
511.7, p50.042 for the 12% depth# and the 8-kHz carrier
@F(1,3)522.4,p50.018#. The interactions occurred because
the difference in pitch match between theøø and ùù
stimuli was larger for phase 1~solid lines! than for phase 2
~dashed lines!. For phase 1, the stimuli started and finished
with an instantaneous frequency close to a point where the
frequency was changing rapidly~see Fig. 1!. The overall
pitch shifts measured~for both phases! indicate that these
points in the waveform were weighted less than the portions
of the stimuli where the frequency was changing more
slowly. The larger shifts for phase 1 indicate that the rapidly
changing portions received even less weight when they were
at the start or end of the stimuli than when they were con-
tained within the stimuli. Overall, though, the effects of start-

ing phase were small, which supports the idea that the over-
all pitches of the stimuli were not dominated by any specific
segment of the stimuli relative to the onset, for example, the
start or the end.

The interaction of shape and modulation rate was sig-
nificant for f c50.5 kHz @F(2,6)521.0, HF50.58, p
50.014 for the 8% depth andF(2,6)542.0, HF50.63, p
50.003 for the 12% depth# and for f c52 kHz @F(3,9)
540.5, p,0.001#, but not for the other carrier frequencies.
However, these interactions reflect opposite effects: forf c

50.5 kHz, the difference in pitch match between theøø
and ùù stimuli decreased with increasing modulation rate,
whereas forf c52 kHz the difference increased with increas-
ing modulation rate.

For the 0.5-kHz carrier, the main effect of modulation
rate was just significant;F(2,6)511.1, HF50.55,p50.038
for the 8% depth andF(2,6)58.07, HF50.65,p50.045 for
the 12% depth, perhaps reflecting a bias effect. The main
effect of modulation rate was not significant for any other
carrier frequency.

An additional ANOVA was conducted on the combined
data for the 0.5-, 1-, and 2-kHz carriers, for modulation rates
up to 20 Hz and for the single FM depth of 8%. The data for
the 8-kHz carrier were excluded because of the sizable indi-
vidual differences at that frequency. The analysis showed a
significant main effect of shape;F(1,3)5618.7, p,0.001.
There was also a significant interaction of carrier frequency
and shape;F(2,6)516.6, HF50.55, p50.021, confirming
that the difference in pitch between theøø andùù stimuli
increased with increasing carrier frequency up to 2 kHz. Fi-
nally, there was a significant three-way interaction of carrier
frequency, shape, and modulation rate;F(4,12)537.4, p
,0.001, confirming that the variation of the pitch shifts with
modulation rate differed across carrier frequency.

In summary, the ANOVAs confirm the clear effect of
modulator shape on the pitch matches, for all four carrier
frequencies. The interaction of modulation rate with shape
was significant for the 0.5- and 2-kHz carriers, but not for the
other carriers. The overall magnitude of the pitch shifts in-
creased somewhat with increasing carrier frequency up to 2
kHz.

III. EXPERIMENT 2: EFFECTS OF REDUCED LEVEL

The spectra of frequency-modulated sounds generally
contain many frequency components~Hartmann, 1997!. The
levels of these components generally decrease with increas-
ing frequency separation from the carrier frequency, al-
though the decrease is not always monotonic. When the
modulation rate and depth are low~typically below about 20
Hz and 10%, respectively, but depending somewhat on car-
rier frequency!, these components lie close to the carrier fre-
quency and are not resolved in the auditory system. How-
ever, for larger rates or depths, one or more components may
be resolved and heard as separate tone~s! ~McClelland and
Brandt, 1969!. Our subjects reported hearing only a single
overall pitch in each condition~although the modulation was
heard as a fluctuation in pitch!. However, it is possible that
performance was affected to some extent by the presence of
resolvable components. Specifically, the effects of modula-
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tion rate found for the 2-kHz carrier might reflect an increas-
ing influence of resolved components with increasing modu-
lation rate. To test this idea, we reran some of the conditions
of experiment 1, but using a much lower sensation level of
20 dB SL. At such a low SL, resolved spectral components
would fall below the absolute threshold. Note that resolved
components would not contribute to the modulation pro-
duced by the stimuli in the auditory system, so placing the
resolved components below threshold would not alter the
modulation pattern.

A. Subjects

One subject from the first experiment~JJ! and three new
subjects~EE, TE, TP! were tested. All of the new subjects
had some musical training. Their absolute thresholds at oc-
tave frequencies between 500 and 4000 Hz were within 15
dB of the ANSI ~1969! standard.

B. Stimuli

The stimuli were similar to those of the first experiment,
except that all sounds were presented at 20 dB SL. All sub-
jects were tested using a carrier frequency of 2 kHz, with an
FM depth of 8%, and modulation rates of 5, 10, 20, and 50
Hz. Only phase 2 was used, with the modulation starting
halfway through the plateau in instantaneous frequency.

C. Results

The results were similar across subjects. The left panel
of Fig. 3 shows geometric means~and standard errors! across
subjects for the data obtained at 20 dB SL as solid lines. The
dashed lines reproduce the data obtained in experiment 1 at
50 dB SPL. Recall that only one subject~JJ! was common to
the two experiments. The individual results for JJ at the two
levels are shown in the right panel of Fig. 3. His results are
similar to the mean results, suggesting that the effects of
level are not due to the use of different subjects at the two
levels. The progressive increase in pitch shift with increasing
modulation rate which was found at 50 dB SPL is not present
at 20 dB SL; if anything, the pitch shifts decline slightly for

modulation rates above 10 Hz. A within-subjects ANOVA of
the data obtained at 20 dB SL gave a significant effect of
shape;F(1,3)599.6,p50.002. There was also a significant
interaction of modulation rate and shape;F(3,9)531.8, p
50.007.

The pattern of results is consistent with the idea that the
progressive increase in pitch shift with increasing modula-
tion rate found at 50 dB SPL was due to the influence of
resolvable components in the spectrum. However, if that was
the case, it is puzzling that the pitch shift decreased with
increasing modulation rate at 0.5 kHz, as the bandwidth of
the auditory filter is markedly lower at 0.5 than at 2 kHz
~Glasberg and Moore, 1990!. Probably, some other factor is
responsible for the changes in pitch shift with modulation
rate found at 50 dB SPL. Indeed, analysis of data in the
literature ~see later for details! suggests that pitch shifts of
asymmetrically frequency-modulated tones become smaller
when the components are partially resolved. In any case, the
fact that pitch shifts occurred at 20 dB SL, and these shifts
were in the same direction as and comparable in magnitude
to those found at 50 dB SPL, suggests that the pitch shifts
occur due to some factor other than the presence of resolv-
able components in the spectrum.

IV. EXPERIMENT 3: SUPPLEMENTARY DATA AT 4
kHZ

When we started these experiments, we thought that the
effects of stability-sensitive weighting on pitch perception
might only be observed over the frequency range where
phase locking is available, as previous work suggested that
poor ability to track frequency changes is observed mainly
when pitch is extracted via temporal mechanisms~Carlyon
and Shackleton, 1994; Shackleton and Carlyon, 1994; Moore
and Sek, 1995, 1996; Plack and Carlyon, 1995; Sek and
Moore, 1999, 2000!. To our surprise, pitch shifts were also
found for the 8-kHz carrier. However, subjects reported that
the pitch-matching task was much more difficult at 8 kHz
than at the lower frequencies tested, and one subject gave
rather erratic results at 8 kHz. Therefore, we decided to
gather some supplementary data using a 4-kHz carrier, for
which pilot data indicated that reproducible results could be
obtained. At this frequency, phase-locking cues are usually
assumed to be weak, but perhaps still present~Moore, 1997!.

A. Subjects and stimuli

Two of the subjects from experiment 2 were used; JJ
and TE. The level was 50 dB SPL, the carrier frequency was
4 kHz, the modulation depth was 8% and modulation rates of
5, 10, and 20 Hz were used. One subject~JJ; filled symbols!
was tested using both starting phases, and the other~TE;
open symbols! was tested only using phase 1.

B. Results

The results are shown in Fig. 4. Clear pitch shifts were
observed that~for JJ! did not vary with modulator phase, and
varied only slightly with modulation rate. The overall mag-
nitude of the pitch shifts was similar to that found for the

FIG. 3. Geometric mean data and standard errors forf c52 kHz, and
f depth58%, using a level of 20 dB SL~solid lines! or 50 dB SPL~dashed
lines!. In the left panel data for each level are averaged across four subjects,
only one of whom~JJ! was tested at both levels. The right panel shows
results for JJ. All stimuli had starting phase 2.
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lower carrier frequencies. We conclude that clear pitch shifts
can occur for a carrier frequency where phase-locking cues
are likely to be weak.

V. DISCUSSION

The results show that the pitch of a sinusoidal carrier
frequency modulated with a highly asymmetric modulator
does not correspond to the geometric or arithmetic mean
frequency. The results are not consistent with previous mod-
els proposed to account for the overall pitch of frequency
modulated sounds~Feth, 1974; Fethet al., 1982; Iwamiya
et al., 1984; Anantharamanet al., 1993; Dai, 1993;
d’Alessandro and Castellengo, 1994!. We consider next pos-
sible ways of accounting for the pitches observed for our
stimuli.

A. Possible excitation-pattern cues

It is important to consider whether some cue in the long-
term spectra or excitation patterns of the stimuli might give
rise to the pitch shifts found in these experiments. Figure 5
shows long-term spectra for two examples of our stimuli.
The overall level was 50 dB SPL, the carrier frequency was
1000 Hz, the modulation rate was 20 Hz, and the depth of
modulation was 8%. Solid and dashed lines show spectra for
the øø and ùù stimuli, respectively. Figure 5 also shows
excitation patterns for these stimuli, calculated using the pro-
cedure described by Glasberg and Moore~1990!. The exci-
tation patterns do not show any ripples corresponding to the
individual components in the spectrum. This is consistent
with our interpretation of the results of experiment 2, that the
pitch shifts were not due to the presence of resolvable com-
ponents in the spectrum.

The excitation patterns for theøø andùù stimuli are
very similar, but are not identical. Two differences can be
discerned. First, the low-frequency edge of the excitation
pattern is slightly higher in frequency for theøø stimulus
than for theùù stimulus. Although some researchers have

proposed that pitch is related to the position of the low-
frequency edge of the excitation pattern~Zwislocki and
Nguyen, 1999!, the shift observed here is actually in the
opposite direction to that needed to explain the observed
pitch shifts; theøø stimulus had a lower pitch than theùù
stimulus, but the low-frequency edge of the excitation pat-
tern was shifted upwards for theøø stimulus relative to that
for the ùù stimulus. Another reason for believing that a
shift on the low-frequency side of the excitation pattern is
not responsible for the observed pitch shifts is that the shift
in the low-frequency side is negligible for points between the
peak and 20 dB below the peak, but pitch shifts were ob-
served for stimuli presented at 20 dB SL, and these shifts
were comparable to those obtained at 50 dB SPL.

The second observable difference in the excitation pat-
terns is a shift in the position of the peak; the peak is slightly
higher in frequency for theùù stimulus than for theøø
stimulus. This shift is in the right direction to explain the
observed pitch shifts, but its magnitude is not sufficient. For
example, for a carrier frequency of 1000 Hz, the differences
in frequency at the peaks of the excitation patterns were 9.2,
9.2, and 7.9 Hz, for modulation rates of 5, 10, and 20 Hz,
respectively. The observed differences in pitch for theøø
and ùù stimuli correspond to frequency differences of
about 20 Hz.

We can conclude that there are no obvious features of
the excitation patterns that can be used to explain the ob-
served pitch shifts.

B. Possible cues in the long-term autocorrelation
function

Several researchers have proposed that pitch might be
determined from the autocorrelation function~ACF! of the

FIG. 4. Data for two subjects run at 50 dB SPL, withf c54 kHz, f depth

58%, andf m55, 10, and 20 Hz. One subject~JJ, filled symbols! was tested
with both starting phases, and the other~TE, open symbols! was tested only
with phase 1. Otherwise as Fig. 2.

FIG. 5. The solid and dashed lines between 800 and 1200 Hz show long-
term spectra for theøø and ùù stimuli, respectively. To allow the indi-
vidual spectra to be seen more clearly, the spectrum for theøø stimulus is
shifted 2 Hz to the right, and the spectrum for theùù stimulus is shifted 2
Hz to the left. The smooth curves show corresponding excitation patterns
~but without any shift!.
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stimulus, or of its representation in the auditory system
~Licklider, 1951; Meddis and O’Mard, 1997; Yost, 1996!.
Yost ~1996! proposed that the first main peak in the ACF is
the determinant of pitch, but it is possible that a few of the
higher-order peaks also play a role.

To assess whether the pitch shifts observed in our ex-
periments could be predicted using the long-term ACF, we
performed two analyses. The first was based on the ACFs of
the stimulus waveforms. This analysis showed that the first
peak in the functions was always at a delay corresponding to
1/f c . The higher-order peaks showed shifts from integer
multiples of 1/f c , but these were always very small. For
example, for theøø stimulus with f c51000 Hz modulated
at an 8-Hz rate with 8% depth, peaks in the ACF up to the
fifth were shifted upwards by less than 0.24%. For the cor-
respondingùù stimulus, peaks up to the fifth were shifted
downwards by less than 0.34%.

The second analysis was based on the use of an auditory
model whose initial stages were identical to those in the
models described by Meddis and Hewitt~1991! and Meddis
and O’Mard ~1997! ~software available from ftp://
ftp.essex.ac.uk/pub/omard/dsam!. These stages included a
filter simulating the transfer function of the outer and middle
ear, an array of gammatone filters, and a hair-cell model.
They calculated a running ACF for each channel of the
model, and then summed across channels to obtain a ‘‘sum-
mary ACF.’’ The running ACF made use of an exponential
decay, with a time constant of 2.5 ms~in Meddis and Hewitt,
1991! or 10 ms~in Meddis and O’Mard, 1997!. In practice,
they restricted the proportion of the stimulus~the frame
length! over which the ACF was calculated to three times the
value of the time constant, i.e., to 7.5 or 30 ms. To evaluate
the predictions of the model, only the last frame, i.e., the last
7.5 or 30 ms of the stimulus, was used. Thus, their model
was designed to determine pitch using relatively brief
samples of the stimulus, and it did not include any mecha-
nism which would allow determination of the overall pitch of
frequency-modulated stimuli, like those used in our experi-
ments. To assess if the long-term ACF could be used to
predict the overall pitch, we increased the time constant to
6203 s, and calculated the ACF over the whole stimulus
duration. The first main peak in the summary ACF showed
shifts away from 1/f c , but these shifts were small~typically
less than 0.3%!, and did not explain the differences in pitch
between theøø and the ùù stimuli. The higher-order
peaks usually showed small shifts in the direction required to
explain the data, but of insufficient magnitude~by a factor of
3 for peaks up to the fourth!.

We conclude that neither the long-term ACFs of the
stimuli nor the long-term summary ACFs derived from an
auditory model can be used to explain the observed pitch
shifts.

C. A new model for the pitch of sounds with
simultaneous frequency and amplitude modulation

One way of interpreting the pitch shifts observed in our
experiments is based on the idea that portions of the sound
where the frequency is changing rapidly receive less weight
than portions where the frequency is changing more slowly.

However, it seems plausible that the auditory system would
derive pitch from estimates of the period of the sound, which
would be directly reflected in interspike intervals in the au-
ditory nerve, rather than from estimates of the instantaneous
frequency, as assumed in the EWAIF and IWAIF models.
Hence, we assumed that the overall pitch is based on a
weighted mean of successive estimates of the waveform pe-
riod, where the weights,wi , are a function of the rate of
change of period. The periods were estimated from the digi-
tal representation of a given waveform. We tried two meth-
ods for estimating the periods. The first involved locating
maxima in the waveform, and estimating periods from the
times between successive maxima. In order to locate the
maxima accurately in time, it was necessary to use very high
sampling rates~typically above 20 MHz!. The second
method involved estimating the periods from the times be-
tween successive positive-going zero crossings, which did
not require such high sampling rates. In what follows, we
present the results obtained using this second method.

As a measure of the short-term rate of change of period
for period i, Pi , we calculated the mean of five successive
periods (Pmi), from i 22 to i 12, and the standard deviation
(s.d.i) across those periods, and took the ratio s.d.i /Pmi ,
which will be denotedRi . We chose to estimate the rate of
change over a fixed number of periods rather than a fixed
duration for several reasons. First, several aspects of pitch
perception seem to depend more on number of periods than
on duration. These include the point at which a very brief
tone starts to sound tone-like rather than click-like~Doughty
and Garner, 1948! and the duration below which frequency
discrimination starts to worsen markedly with decreasing du-
ration ~Moore, 1973!. Second, models of pitch perception
based on the extraction of timing information in the auditory
nerve often assume a matched filter or template that uses
information over a range of interspike intervals correspond-
ing to a fixed number of periods rather than a fixed duration
~Srulovicz and Goldstein, 1983!.

We assumed that the weight associated with a given
period,wi , was a function ofRi . The weighted mean period,
P, is given by

P5S~wi~Ri !3Pi !/Swi~Ri !. ~7!

The perceived pitch is assumed to be related to 1/P. We tried
several different functions relating the weightswi(Ri) to Ri .
Our goal was to find a function that would lead to predictions
consistent with the main features of our results, namely that
the shifts in pitch were almost invariant with carrier fre-
quency and modulation rate, and were typically slightly over
61%. We found that the following function achieved this
goal:

wi~Ri !51/~11KRi
0.5!, ~8!

whereK is a constant. We found that a value ofK5600 led
to predicted pitch shifts of about11.1% for theùù stimuli
and21% for theøø stimuli, and the predicted shifts were
almost independent of carrier frequency and modulation rate;
the only ‘‘deviant’’ values were shifts of11.0% and20.9%
for the 4-kHz carrier modulated at a rate of 5 Hz. Note that,
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for a sinusoidal stimulus, the model predicts a pitch value
equal to the frequency of the stimulus.

It is clear that the general pattern of our results can be
accounted for using the assumption that the overall pitch of a
frequency-modulated sound is determined from a weighted
sum of short-term period estimates, with the weight attached
to a given estimate being inversely related to the short-term
rate of change of period. However, this cannot be the whole
story. In particular, the short-term amplitude must also play a
role. This is indicated by the results of Tiffin~1931! and
Iwamiya et al. ~1984!. They used sinusoidal carriers that
were simultaneously amplitude and frequency modulated,
and showed that the overall pitch was affected by the phase
of the AM relative to the FM; the pitch was higher when the
AM and FM were in phase~amplitude increases coinciding
with frequency increases! than when they were 180° out of
phase.

To take account of the effect of amplitude fluctuations,
we propose a more general version of Eq.~7! in which the
weight associated with a given period,Pi , is a joint function
of amplitude,Ai , and the ratioRi . The amplitude,Ai , cor-
responding to a given period,Pi , was taken as the value at
the waveform maximum following the first zero crossing de-
fining Pi . The weighted average period is given by

P5S~Wi~Ai ,Ri !3Pi !/SWi~Ai ,Ri !. ~9!

The overall weight for a given period is defined as

Wi~Ai ,Ri !5wi~Ri !3wi~Ai !. ~10!

The weight associated with a given value ofAi was assumed
to have the form

wi~Ai !5~Ai /maxA!a, ~11!

where maxA is the maximum value ofAi over all Ai , and
the exponent,a, is a free parameter of the model. We de-
scribe the model defined by Eqs.~9!–~11! as the weighted
average period~WAP! model. Note that, when the amplitude
is constant, Eq.~9! predicts the same pitch as Eq.~7!, and
hence accounts for our data.

To estimate an appropriate value fora, we used the data
of Fethet al. ~1982!. They measured pitch shifts for stimuli
composed of two sinusoidal components. The component
frequencies were centered at 500, 1000, 2000, or 4000 Hz,
and were separated by 10, 20, 50, or 100 Hz. For each pair of
components, the level differences between the components
were 0.5, 1, or 3 dB. It is a feature of the data of Fethet al.
that for a given frequency separation and level difference, the
pitch shifts were roughly invariant with center frequency
when the frequency separation was small. However, when
the frequency separation was larger than about half the
equivalent rectangular bandwidth of the auditory filter~ERB,
see Glasberg and Moore, 1990!, the shift was smaller than
for the same frequency separation at a higher center fre-
quency, for which the components would have been sepa-
rated by less than 0.5 ERB. It seems likely that this effect
occurred because the tones in a pair were partially resolved
by the peripheral auditory system when their separation ex-
ceeded 0.5 ERB. When the tones are partially resolved, the
effective difference in level between the tones varies mark-

edly across auditory filters with different center frequencies,
and it is no longer reasonable to treat the tone pair as a single
narrow-band stimulus. For this reason, we concentrated on
fitting the data of Fethet al. for frequency separations of the
two tones of 20 Hz or less at 500 Hz, 50 Hz or less at 1000
Hz, and 100 Hz or less at 2000 Hz. We did not try to fit the
data for a center frequency of 4000 Hz, as the results varied
markedly across subjects. We also did not fit the data for a
level difference of 0.5 dB as these were incomplete. Finally,
we excluded the data of one of their subjects~S3!, whose
data were very erratic.

We used the WAP model to predict the pitch shifts ob-
served by Fethet al. for the conditions specified above. They
used as a matching stimulus a two-component complex with
equal-amplitude components and the same frequency separa-
tion as for the test stimulus. Hence, to predict their results,
we determined what center frequency of the matching stimu-
lus was required to predict the same pitch as a given test
stimulus. The value ofK was fixed at 600, a value giving a
good fit to our data. We found that a value ofa of 0.42 gave
the best overall fit to the data.

One feature of the data of Fethet al. was that the posi-
tive pitch shifts, produced when the component with the
higher frequency was also higher in level~called hereafter
the SH stimulus!, were often markedly larger than the nega-
tive shifts occurring when the higher-frequency component
was lower in level~the SL stimulus!. Such an asymmetry is
not predicted by the EWAIF or IWAIF models and is also
not predicted by our model~the version of the model in
which periods were estimated from waveform maxima did
predict larger pitch shifts for the SH than for the SL stimuli,
but it also predicted positive shifts for the matching stimulus.
Such shifts for the matching stimulus were not found to oc-
cur by Stover and Feth~1983!, so we conclude that period
estimates based on zero crossing are more consistent with the
empirical data!. Figure 6 compares the pitch shifts obtained
by Fethet al. with the predictions of the WAP model. Fol-
lowing the convention adopted by Fethet al., the figure
shows the difference in pitch match between the SH and SL
stimuli. The parameter is the difference in level of the tones,
which was 1 dB~open symbols data, dashed lines predic-
tions! or 3 dB ~filled symbols data, solid lines predictions!.
Cases are only shown where the component frequencies were
separated by less than 0.5 ERB. It is clear that the model fits
the data very well, in terms of the magnitudes of the shifts
and the way that they vary with frequency separation of the
components and with difference in level of the components.

We turn now to other data in the literature. Keeping the
same parameter values~K5600, a50.42!, we used the
WAP model to predict the mean data of Dai~1993!. Dai also
measured pitch shifts for stimuli composed of two sinusoidal
components. The component frequencies were centered
around 500 or 1000 Hz; the separation was 40 Hz at 500 Hz
and 80 Hz at 1000 Hz. For each pair of components, the
level differences between the components were 2.4, 3.4, or
4.4 dB. The starting phases were always 0 andp, for the
lower and the higher frequency component, respectively. All
of Dai’s conditions involved frequency separations of the
components greater than 0.5 ERB. Thus, the components

709 709J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Gockel et al.: Pitch of FM tones



would have been partially resolved in the peripheral auditory
system. For this reason, it is to be expected that the model
predicts larger pitch shifts than observed, and this was the
case. For each test stimulus~SH or SL!, we predicted the
pitch and then calculated the center frequency of the match-
ing stimulus ~a two-component complex with equal-
amplitude components! needed to obtain the same pitch.
Table I compares differences between obtained matches to
the SH and SL stimuli with predicted differences.

It is noteworthy that the discrepancy between obtained

and predicted values is greater for the center frequency of
1000 Hz than for the center frequency of 500 Hz. This is
consistent with the idea that the discrepancy depends on par-
tial resolution of the components in the peripheral auditory
system. The frequency separation of 40 Hz at 500 Hz corre-
sponds to about 0.51 ERB, whereas the separation of 80 Hz
at 1000 Hz corresponds to 0.6 ERB.

We also used the WAP model to predict the mean data
of Iwamiya et al. ~1984!, again keeping the same parameter
values. They used a sinusoidal carrier~f c5440, 880, or 1500
Hz! simultaneously modulated with triangular AM and FM
with a rate of 6 Hz, where the AM and FM were either in
phase or in antiphase. A sinusoid was adjusted in frequency
to match the pitch of the modulated carrier. In one case, they
kept the AM depth fixed at 1~100%!, and varied the amount
of FM up to 100 cents~one semitone, corresponding to a
frequency ratio between the maximum and minimum fre-
quencies of 1.059!. The left column of Fig. 7 shows the
results for this case. The difference between the matched
frequency andf c is plotted as a percentage off c . Open
symbols show the mean data across subjects~excluding the
results for their subject B at 1500 Hz, for whom there were
‘‘large and irregular biases’’; upward-pointing triangles: AM
and FM in phase; downward-pointing triangles: antiphase!,

FIG. 6. Comparison of the data of Fethet al. ~1982! on the pitch of two-
tone complexes with the predictions of the WAP model. The differences
between the pitch matches for the SH and SL two-tone complexes are plot-
ted as a function of the frequency separation between the two tones,D f .
The parameter is the difference in level of the tones, which was 1 dB~open
symbols data, dashed lines predictions! or 3 dB ~filled symbols data, solid
lines predictions!.

TABLE I. Comparison of the differences of the matching frequency~in Hz!
between SH and SL signals obtained by Dai~1993! with the differences
predicted by the WAP model. The center frequency is denotedf c ~Hz! and
the frequency separation of the components is denotedD f ~Hz!.

f c D f

Level difference, dB

2.4 3.4 4.4

500 40 Obtained 9.0 13.4 16.5
Predicted 12.4 16.8 20.7

1000 80 Obtained 16.8 25.4 30.1
Predicted 24.9 33.8 41.5

FIG. 7. Comparison of the results of Iwamiyaet al. ~1984! with the predic-
tions of the WAP model. Subjects were required to adjust a sinusoid to
match the pitch of a sinusoidal carrier~frequencyf c5440, 880, or 1500 Hz!
with simultaneous 6-Hz triangular AM and FM. For the results presented in
the left column, the AM depth was fixed at 1~100%! and the FM depth was
varied. For the results presented in the right column, the FM depth was fixed
at 100 cents, and the AM depth was varied. The difference between the
matched frequency andf c is plotted as a percentage off c . Open symbols
show the mean data across subjects; upward-pointing triangles indicate that
the AM and FM were in phase, while downward-pointing triangles indicate
that the AM and FM were in antiphase. Solid lines show the predictions of
the WAP model.
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and solid lines show the predictions of the WAP model. The
predictions fit the data very well. In a second case, the
amount of FM was fixed at 100 cents, and the AM depth was
varied up to 1. The right column of Fig. 7 shows the results
for this case. Again, the fit is good, although there are some
deviations forf c5880 Hz, which appear to reflect a bias in
the matches~a downward shift!. However, it should be noted
that the standard deviation of the pitch matches across sub-
jects was typically about 0.4%, and that the largest deviation
of any data point from the predicted value is about 0.3%.
Thus, there is no substantial deviation of the data from the
predicted values.

The best-fitting value ofa50.42 deserves some com-
ment. The fact that the value is less than 1 indicates that
amplitude fluctuations play a smaller role in determining
pitch than assumed in the EWAIF or IWAIF models. Effec-
tively, the amplitude is compressed. The model could
equally well be formulated by saying that the weighting as-
sociated with a given period is proportional to the short-term
intensity raised to the power 0.21. This compression may
reflect the compression that has been observed on the basilar
membrane for midrange sound levels~Rhode and Robles,
1974; Sellick et al., 1982; Robleset al., 1986; Ruggero
et al., 1997!. Basilar-membrane compression for midrange
sound levels typically corresponds to a power function with
an exponent between about 0.2 and 0.35~Oxenham and
Moore, 1994; Moore and Oxenham, 1998; Oxenham and
Plack, 1997!. Our exponent falls within this range if the
model is formulated in terms of short-term intensity rather
than short-term amplitude. If the exponent does reflect com-
pression on the basilar membrane, then the pitch shifts ob-
served for stimuli of the type used by Fethet al. ~1982!, Dai
~1993!, and Iwamiyaet al. ~1984! should be level dependent,
as basilar-membrane compression is reduced or absent at
very low levels and~perhaps! at very high levels. This pre-
diction remains to be tested.

In summary, we have proposed a model, the WAP
model, in which the overall pitch of a narrow-band stimulus
is determined as a weighted average of estimates of the pe-
riod; the weights are a joint function of amplitude and the
short-term rate of change of period. The WAP model fits
both the data presented in this paper, and earlier data of Feth
et al. ~1982! and Iwamiyaet al. ~1984!, at least for stimuli
where the components would not be well resolved in the
peripheral auditory system.

D. Interpretation of pitch shifts at 8 kHz

We have interpreted the pitch shifts observed for our
stimuli as the result of a stability-sensitive weighting mecha-
nism based on the use of phase-locking information. This
interpretation is somewhat weakened by our finding of sig-
nificant pitch shifts for a carrier frequency of 8 kHz, a fre-
quency where phase-locking cues are usually assumed not to
play a role in pitch perception~Moore, 1997!. However, it is
possible that very weak phase-locking cues persist even at 8
kHz ~Johnson, 1980; Palmer and Russell, 1986!. Some re-
searchers have modeled the frequency discrimination of
pulsed tones in terms of these residual phase-locking cues
~Goldstein and Srulovicz, 1977; Heinzet al., 2001!. Indeed,

Heinzet al. ~2001! concluded ‘‘There is significant informa-
tion in the auditory nerve for frequency discrimination up to
at least 10 kHz, and thus temporal schemes cannot be re-
jected at high frequencies based on the decrease in phase
locking in the auditory nerve.’’ The weak phase-locking cues
may be used in assigning a pitch value to a stimulus in a
pitch-matching task, like that used in our experiments. For
other types of tasks, for example, the detection of FM im-
posed on high carrier frequencies, subjects may perform bet-
ter by making use of the AM of the excitation pattern that is
induced by the FM~Zwicker, 1952; Moore and Sek, 1994!.
In such a case the subject simply has to detect the AM, and
it is not necessary to assign a precise pitch value to the
stimulus.

An alternative possibility is that the stability-sensitive
weighting suggested by our results occurs for pitches ex-
tracted from place cues as well as for pitches extracted using
temporal cues. It may be difficult to extract precise estimates
of the place of stimulation when the frequency is changing
rapidly, so overall estimates of place-based pitch may de-
pend mostly on portions of the stimulus where the frequency
is relatively stable.

VI. CONCLUSIONS

The following conclusions can be drawn from this
study:

~1! For sinusoidal carriers with constant amplitude and
asymmetrical patterns of FM, the pitch was shifted away
from the pitch corresponding to the mean frequency. The
shift was upwards for theùù stimuli and downwards
for the øø stimuli. This is inconsistent with the predic-
tions of the EWAIF and IWAIF models. The direction of
the pitch shifts is consistent with the idea that less
weight is given to portions of the stimulus where the
frequency is changing more rapidly.

~2! Although some small effects of modulation rate were
found, to a first approximation the shifts were indepen-
dent of modulation rate.

~3! For an overall FM depth of 8% of the carrier frequency,
the shifts were roughly a constant proportion~about 1%!
of the carrier frequency, over the range 500 Hz to 8 kHz.

~4! For a carrier frequency of 2 kHz, the shifts were similar
for levels of 50 dB SPL and 20 dB SL.

~5! Calculated excitation patterns based on the long-term
spectra of the stimuli did not show any features that
could be used to explain the observed pitch shifts.

~6! Neither the long-term autocorrelation functions~ACFs!
of the stimuli, nor the long-term summary ACFs derived
from an auditory model can be used to explain the ob-
served pitch shifts.

~7! The main features of both the present results, and of
earlier results on the pitch of two-tone complexes and
tones with simultaneous AM and FM, can be explained
by a model, the WAP model, in which the overall pitch
is assumed to be based on a weighted mean of estimates
of the period. The weight attached to a given estimate is
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assumed to be inversely related to the short-term rate of
change of period and directly related to a compressive
function of the amplitude at that period.
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Luc Geurtsa) and Jan Woutersb)

Laboratory for Experimental ORL, KULeuven, Kapucijnenvoer 33, B 3000 Leuven, Belgium

~Received 6 December 1999; revised 31 August 2000; accepted 21 November 2000!

In this study the perception of the fundamental frequency (F0) of periodic stimuli by cochlear
implant users is investigated. A widely used speech processor is the Continuous Interleaved
Sampling~CIS! processor, for which the fundamental frequency appears as temporal fluctuations in
the envelopes at the output. Three experiments with four users of the LAURA~Registered trade
mark of Philips Hearing Implants, now Cochlear Technology Centre Europe! cochlear implant were
carried out to examine the influence of the modulation depth of these envelope fluctuations on pitch
discrimination. In the first experiment, the subjects were asked to discriminate between two SAM
~sinusoidally amplitude modulated! pulse trains on a single electrode channel differing in
modulation frequency (d f 520%). As expected, the results showed a decrease in the performance
for smaller modulation depths. Optimal performance was reached for modulation depths between
20% and 99%, depending on subject, electrode channel, and modulation frequency. In the second
experiment, the smallest noticeable difference inF0 of synthetic vowels was measured for three
algorithms that differed in the obtained modulation depth at the output: the default CIS strategy, the
CIS strategy in which theF0 fluctuations in the envelope were removed~FLAT CIS!, and a third
CIS strategy, which was especially designed to control and increase the depth of these fluctuations
~F0 CIS!. In general, performance was poorest for the FLAT CIS strategy, where changes inF0 are
only apparent as changes of the average amplitude in the channel outputs. This emphasizes the
importance of temporal coding ofF0 in the speech envelope for pitch perception. No significantly
better results were obtained for theF0 CIS strategy compared to the default CIS strategy, although
the latter results in envelope modulation depths at which sub-optimal scores were obtained in some
cases of the first experiment. This indicates that less modulation is needed if all channels are
stimulated with synchronousF0 fluctuations. This hypothesis is confirmed in a third experiment
where subjects performed significantly better in a pitch discrimination task with SAM pulse trains,
if three channels were stimulated concurrently, as opposed to only one. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1340650#

PACS numbers: 43.66.Ts, 43.66.Fe, 43.66.Hg@SPB#

I. INTRODUCTION

Voiced speech phonemes are the result of a periodic
vibration of the vocal chords, followed by a filtering in the
vocal tract. Such signals can be decomposed into a series of
discrete sinusoids, called the harmonics, and the frequencies
of these harmonics are an integer multiple of a common fre-
quency, the fundamental frequency (F0). F0 is related to
the pitch of a sound, and provides several cues for the per-
ception of speech and music. It provides cues to intonation,
question–statement contrasts, the identity of the speaker, and
emotional state. Also, it is essential for the recognition of a
melody, sung or played on a musical instrument. Yet, not all
the harmonics—even not the first one—have to be present in
the sound, in order to evoke a pitch corresponding toF0.
This low pitch associated with a group of harmonics is often
called ‘‘residue pitch’’ or ‘‘periodicity pitch’’ ~Schouten
et al., 1962!. The phenomenon of the residue pitch demon-
strates thatF0 is not solely coded by the auditory nerves at
the tonotopic place corresponding toF0, but also in the other

regions of the cochlea. The response of a specific auditory
nerve fiber to a vowel, or any harmonic complex, depends on
the fiber’s characteristic frequency and on the amplitudes of
the harmonics in the vicinity of that frequency. In the case
where the nearest harmonic is resolved by the cochlear filter
or where this harmonic is very dominant compared to the
surrounding ones~e.g., the harmonic closest to a formant
frequency!, the time representation of the neural response
shows little or no modulation according toF0, but to the
harmonic ~Miller and Sachs, 1984; Palmer, 1990!. On the
other hand, nerve fibers with a characteristic frequency be-
tween two formants respond to several harmonics, and due to
beating, their response shows a clear envelope modulation
according toF0 ~Miller and Sachs, 1984; Palmer, 1990!. The
important role of the temporal coding ofF0 was illustrated
in a study of Cariani and Delgutte~1996!. They predicted the
pitch of several complex tones on the basis of interspike
intervals between successive and nonsuccessive spikes, so-
called all-order intervals. The most frequent all-order interval
present in the distribution pooled over many fibers corre-
sponds to the pitch heard in psychophysical experiments.

Only a limited number of electrode channels are avail-
able in a cochlear implant system, and if the whole speech

a!Electronic mail: Luc.Geurts@uz.kuleuven.ac.be
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frequency range is divided over these channels, a relatively
large frequency region is assigned to each of them. This
results in poor frequency selectivity, or in other words, har-
monics are likely to be unresolved. In that case, the outputs
of the band-pass filters will show a modulation according to
F0. In most common speech processors, the envelope in each
frequency band is typically estimated by low-pass filtering
the rectified output of the band-pass filters. If the cutoff fre-
quency of the low-pass filter is chosen above the range of
typical F0’s of speech, thenF0 appears as a temporal fluc-
tuation in the speech envelope~for an illustration, see Fig. 3!.
In a Continuous Interleaved Sampling~CIS! processor~Wil-
sonet al., 1991!, brief pulses are presented to each electrode
channel at a high fixed rate, typically around 1000 pps
~pulses per second!. These pulse trains are modulated with
the extracted speech envelopes. In feature extraction algo-
rithms that are or were used in the Nucleus cochlear implant
system,F0 itself is also estimated from the input signal and
determines the repetition rate of the pulses applied on the
electrodes~Blamey et al., 1987; Skinneret al., 1991!. The
sensitivity of a cochlear implantee to changes in pulse pre-
sentation rate or modulation frequency is described in sev-
eral psychophysical studies. An unmodulated pulse train
with a higher repetition rate will elicit a higher pitch~Ed-
dingtonet al., 1978; Shannon, 1983; Tong and Clark, 1985;
Townshendet al., 1987!. This is often called ‘‘rate pitch’’ as
opposed to the ‘‘place pitch,’’ the pitch according to the
tonotopic organization of the cochlea. The highest frequency
limit for which a subject still can detect a change in pitch
when the rate changes is strongly dependent on the subject,
even if the same type of device and stimuli are used. This
limit generally lies above 300 Hz~Eddingtonet al., 1978;
Simmonset al., 1981; Blameyet al., 1984!, which implies
that temporal coding ofF0 is feasible. Wilson~1997! pre-
sented SAM pulse trains in the cochlea and investigated the
neural response by measuring action potentials. He con-
cluded that the ratio between carrier rate and modulation rate
should be at least four in order to obtain a good representa-
tion of the stimulus envelope. This ratio, obtained from
physiological measurements, is in agreement with psycho-
physical data~McKay et al., 1994; Wilson, 1997!. McKay
et al. ~1994! investigated the pitch associated with SAM
pulse trains and reported that these stimuli could be ranked
by modulation frequency in the same way that unmodulated
stimuli could be ranked by pulse rate, provided that the car-
rier rate is high enough~at least 800 Hz for a modulation
frequency of 200 Hz, so a ratio of four!. The LAURA1 co-
chlear implant can stimulate at an overall rate of 10 000 pps,
so implementing the CIS strategy on all eight channels re-
sults in a pulse rate of 1250 pps on each channel. Taking the
ratio of four into account implies that modulation frequen-
cies up to about 300 Hz can be encoded correctly on a single
channel, which is well above the range of fundamental fre-
quencies of normal speech.

In the first part of this study, it is investigated how the
modulation depth of the envelope fluctuation influences the
discrimination ability of two SAM pulse trains on a single
channel with different modulation frequencies. McKayet al.
~1995! showed that if the modulation depth of a modulated

pulse train is too small, a pitch corresponding to the carrier
frequency is perceived, instead of the modulating frequency.2

So, it is expected that performance degrades for smaller val-
ues of the modulation depth, since the carrier frequency is
kept constant. In the second part of this study, the just no-
ticeableF0 difference is measured for three CIS strategies,
which stimulate all available channels, using synthetic vow-
els. A change ofF0 has two effects at the output of the CIS
strategy. First, the average amplitude in each channel will
change, mainly due to a different attenuation of the harmon-
ics in the sidebands of the band-pass filters~for an illustra-
tion, see Fig. 5!. This possible source of information will be
referred to as the ‘‘average amplitude cue.’’ Second, the pe-
riod of the fluctuations in the envelope, which corresponds to
the period ofF0, will change too. This possible source of
temporal information will be referred to as the ‘‘envelope
modulation cue.’’ In the first strategy~FLAT CIS!, the tem-
poral F0 fluctuations are removed, so there is only an ‘‘av-
erage amplitude cue.’’ The second strategy~CIS! is the de-
fault strategy, in which ‘‘envelope modulation cues’’ are
present also. In the third strategy~F0 CIS!, the envelope
fluctuations are enhanced compared to the default strategy,
by increasing the modulation depth of these fluctuations. A
comparison of the first two algorithms permits the determi-
nation as to what extent the ‘‘envelope modulation cue’’
improves pitch perception corresponding toF0. Joneset al.
~1995! conducted a related study based on the SMSP strat-
egy, developed for the Nucleus device~McDermott et al.,
1992!. They concluded that the explicit inclusion of a tem-
poral cue according toF0 did not increase the performance
in several tasks involving pitch perception. However, they
did not accurately measure the pitch discrimination abilities
of their subjects for the different strategies. By comparing
the results of the second and the third CIS algorithm, it is
possible to determine whether the enhancement of the ‘‘en-
velope modulation cue’’ results in better frequency discrimi-
nation.

II. EXPERIMENT I

A. Subjects

Four post-lingually deafened users of the LAURA co-
chlear implant participated in this study. Some details about
the subjects can be found in Table I. It was essential for this
study that they were sensitive to changes of 20% of the
modulation frequency of a SAM pulse train, at least in the
lower frequency range around 150 Hz and on one electrode
pair. This sensitivity was investigated in a pilot experiment,
which resulted in the rejection of four other subjects for fur-
ther testing. No relation between this sensitivity and any ob-
jective parameter could be found. Moreover, one subject,
who was an experienced musician before he became sud-
denly deaf, could not consistently identify the stimulus with
the higher pitch. However, some of them were sensitive to
larger differences of the modulation frequency.

Two versions of the electrode array of the LAURA im-
plant exist, and both consist of eight bipolar electrode pairs,
called channels. These are numbered from apex to base. Sub-
jects SV and JH use type 5.6: the distance between the two
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electrodes of one channel is 1.3 mm, and the distance be-
tween the midpoints of adjacent channels is 2.05 mm. For
subjects AE and WM, who use type 5.8, these values are,
respectively, 3 mm and 2 mm, which means that their chan-
nels physically overlap. For experiment I, two channels were
selected: a channel close to the apical end of the electrode
array and a channel close to the basal end.

B. Stimuli and procedure

All stimuli were SAM pulse trains with a carrier pulse
rate of 1250 pps. Pulses were biphasic and had a pulse width
of 40 ms per phase. In each trial, two stimuli with different
modulation frequencies~df520%! were presented and the
subjects had to indicate the stimulus with the higher pitch.
An answer was correct if the stimulus with the higher modu-
lation frequency was selected. Correct response feedback
was always given on the computer screen. The length of each
stimulus was 400 ms, and the silent interval between the
stimuli was 500 ms. The two frequencies in each pair were
either 150 Hz and 180 Hz, or 250 Hz and 300 Hz. These
frequencies are within the range of typical fundamental fre-
quencies of the human voice. The order of presentation in
each trial was randomized. The level of the largest pulse of
each SAM pulse train always corresponded to the upper limit
of the dynamic range. Several values of the modulation
depth were used, but were kept constant within each pair of
stimuli. The exact values were chosen from the set$5%,
10%, 20%, 40%, 99%% and were determined in a pilot ex-
periment. The highest value was always 99% and for the
lowest value, the subject should score around chance level

(p550%). In this experiment, the number of presentations
was 80 in each condition. The total number of conditions
varied across subjects. For each of the two channels and each
of the two frequency pairs, one to four modulation depths
were selected. Each next trial consisted of a stimulus pair
from any condition, randomly chosen.

The relative modulation depthm8 is here defined as the
difference between the minimum and maximum pulse ampli-
tude in the SAM pulse train, divided by the dynamic range
on the stimulated channel. The threshold, or the minimum
level of the dynamic range, was the current level for which a
500-ms3 unmodulated pulse train of 1250 pps was just au-
dible. The maximum level of the dynamic range equaled the
amplitude of the largest pulse of a 500-ms long SAM pulse
train ~1250-pps carrier rate, 100-Hz modulation frequency! at
a comfortable loudness level. The level of the smallest pulse
of this SAM pulse train was always kept at threshold. Table
II represents the limits of the dynamic range for each subject
and channel. Also, the absolute modulation depths~m! are
given, following the definition in Eq.~1!. The minimum and
the maximum current level of the pulses are denoted byI min

and I max, respectively:

m5
I max2I min

I max
. ~1!

The absolute modulation depthm can be derived from the
relative modulation depthm8 using Eq.~2!. The upper limit
of the dynamic range is denoted byI MCL , the threshold level
is denoted byI THR:

TABLE I. Some details of the four LAURA subjects who participated in this study. Columns 6 and 7 indicate
the channels that were selected for experiment I. The last column indicates the number of active channels used
in experiment II. The same channels are used daily in the subjects’ clinical processors.

Subject
Age
~yrs!

Duration
of

profound
deafness

~yrs! Etiology

Implant
experi-
ence
~yrs!

Apical
channel

Basal
channel

Number
of active
electrode
channels

SV 30 6 unknown 5 2 6 8
WM 49 5 progressive 2 2 7 8
AE 42 3 Menière 3 4 8 7
JH 17 3 meningitis 4 2 7 8

TABLE II. Lower ( I THR) and upper (I MCL) limits of the dynamic range for each subject and channel~third and
fourth column! as used in experiment I. The last five columns indicate the absolute modulation depth that
corresponds to the relative modulation depth indicated at the top of each column. If the condition was not tested,
no figure is given~¯!.

Subject Channel
I THR

~mA!
I MCL

~mA!

Absolute modulation depthsm at...

m855% m8510% m8520% m8540% m8599%

SV 2 80 500 ¯ 8.4 16.8 33.6 83.2
6 260 750 ¯ 6.5 13.1 26.1 64.7

WM 2 150 570 ¯ 7.4 14.7 29.5 72.9
7 140 570 ¯ ¯ 15.1 30.2 74.7

AE 4 350 1100 3.4 6.8 13.6 ¯ 67.5
8 450 1150 3.0 6.1 12.2 ¯ 60.3

JH 2 100 470 ¯ 7.9 15.7 31.5 77.9
7 110 620 ¯ 8.2 16.5 32.9 81.4
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m5m8•
I MCL2I THR

I MCL
. ~2!

Stimuli were not balanced in loudness for the following
reasons. For both stimuli in a trial, duration, carrier rate,
minimum and maximum current level—and thus modulation
depth—were identical, and so mean current level, root mean
square current level, and total injected electric charge was
the same. Therefore, it is not likely that the two stimuli have
a different loudness. This was confirmed by all the subjects.
In the case in which loudness would be slightly different, it
would be totally due to the difference in modulation fre-
quency. The subjects are allowed to use any cue that emerges
from a change of this parameter.

C. Results

Each plot in Fig. 1 shows the percentage correct answers
for one subject. The conditions are indicated at the bottom of
the figure. In general, it is clear that if the modulation depth
is too small, the subjects performed at chance level. The
minimum value of the modulation depth needed for a reliable

discrimination~e.g., a score greater than 75%! depends on
the condition and the subject. This value varies from 10%
~e.g., subject AE, 150 Hz on both channels; 250 Hz on basal
channel! to more than 40%~e.g., subject SV, 250 Hz on
apical channel!. Notice that for each subject, there are one or
more conditions for which the criterion of 75% correct re-
sponses is not met for any modulation depth~e.g., subjects
JH and WM at 250 Hz!. Also, there seems to be a saturation
effect in some conditions: increasing the modulation depth
beyond a certain value does not noticeably increase the score
~e.g., subject AE, 250 Hz; subject SV, 150 Hz!. Subject AE
was the best performer. Her scores were the highest on av-
erage, and she could hear pitch differences in both frequency
intervals ~150 Hz and 250 Hz!. Subject SV’s results were
similar, but his scores were somewhat lower. Subject JH was
clearly sensitive to modulation frequency changes in the
low-frequency region ~150 Hz!, but not in the high-
frequency region~250 Hz!. His scores were still at chance
level at the largest modulation depths. Subject WM was the
poorest performer. He never reached the 75% criterion, and
only scored significantly above chance (p,0.01) in one con-
dition: 150 Hz, apical channel, 99% modulation depth.

FIG. 1. Percentage correct scores for experiment I. Each plot shows the results of one subject. The channel and lowest modulation frequency of the stimulus
pair is indicated at the bottom. Scores above the dashed line are significantly higher than the 50% chance level (p,0.01).
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D. Discussion

Two subjects were not sensitive to 20% deviations of the
modulation frequency around 250 Hz, while the two others
performed still above chance at 250 Hz, but worse compared
to the 150-Hz condition. Either lower scores were obtained
at 250 Hz for a given modulation depth~subject AE! or
optimal performance was reached at higher modulation
depths~subject SV!. There are two possible explanations for
this effect. First, in order to hear a pitch difference, the rela-
tive change in frequency or pulse rate must be larger at
higher frequencies~Tong and Clark, 1985; Townshendet al.,
1987; McKayet al., 1994!. In this experiment, the relative
change was always 20%, so this value might be below the
detection limit at 250 Hz for subjects JH and WM. A second
explanation is that a temporal modulation itself is more eas-
ily detected at lower frequencies~Shannon, 1992; Busby
et al., 1993!. This might imply that also higher modulation
depths are needed at higher frequencies in order to perform
equally well as for lower frequencies in a pitch discrimina-
tion task.

At first sight, subjects with a larger dynamic range seem
to obtain better overall scores. Indeed, the correlation be-
tween the absolute dynamic range~I MCI2I THR! for each
channel of each subject and the average of the scores at 10%,
20%, and 40% modulation depth4 is 0.723, which is signifi-
cant (p50.043). This indicates that subjects with a larger
dynamic range need less relative modulation depth to judge
the pitch of a temporally modulated train. Obviously, the
variance in the data cannot be explained only in terms of the
dynamic range, but also the subject’s sensitivity to rate or
frequency variations has to be taken into account.

McKay et al. ~1995! concluded that the modulation
depth of a modulated pulse train should be greater than 100
mA in order to elicit a pitch that equals the pitch of an un-
modulated pulse train with the rate equal to the modulation
frequency. This value corresponded to at least a quarter of
the dynamic range up to almost the whole dynamic range,
depending on the subject. Although one should always be
cautious when comparing inter-subject results, their findings
can be related to the results of experiment I. The optimal
performance was obtained at modulation depths ranging
from 20% of the dynamic range~subject AE! via 40%~sub-
ject SV, 150 Hz! to 99% ~subject SV, 250 Hz; subjects JH
and WM!. So, it is possible that for these values of the
modulation depth the stimulus elicited a pitch that corre-
sponds to the modulation frequency.

From physiological measurements of the neural re-
sponse to modulated electric pulse trains, Litvaket al. ~1999!
concluded that the modulation gain5 is much higher than the
one obtained in acoustical stimulation, and that the synchro-
nization to the modulation already saturated at modulation
depths of 10%. More variability, i.e., less synchronization, in
the response to electrical stimuli would result in a better
approximation of natural acoustical hearing. However, the
best performances in experiment I were obtained for modu-
lation depths much larger than the aforementioned 10%. In
other words, desynchronization might improve the mimick-
ing of normal hearing, but will not necessarily result in a
better performance of the electric listener.

III. EXPERIMENT II

To evaluate the influence of the modulation depth on
pitch judgments in a real-life situation, a second experiment
was run. The smallest noticeable difference inF0 was mea-
sured for synthetic vowels, processed by one of the three
CIS-based processing strategies. Unlike experiment I, the
stimuli consisted of modulated pulse trains on all available
active channels. At the output of one of the algorithms,
FLAT CIS, no temporal fluctuations according toF0 were
present. A comparison of the results between FLAT CIS and
the other two will permit the determination of the importance
of temporal coding ofF0. As will be shown further, the
standard CIS strategy results in modulation depths at which
sub-optimal performance is obtained in some cases of ex-
periment I. So, a new algorithm,F0 CIS, is designed to
control and increase the modulation depth. It is expected that
the subjects will perform better using this new algorithm.

A. Speech processing

The three speech processing algorithms in this study
consisted of the following steps: band-pass filtering, enve-
lope extraction, logarithmic compression, current mapping,
and pulse train modulation. The processing schemes for one
frequency band are shown in Fig. 2. The scheme at the top
corresponds both to the default CIS and the FLAT CIS algo-
rithm, the scheme at the bottom corresponds to theF0 CIS
algorithm. The input of the speech processing algorithms
were synthetic vowels, downsampled from 20 kHz to 10 kHz
and with a resolution of 16 bits.

1. FLAT CIS and CIS

The signal is first filtered by several band-pass filters
~Butterworth fourth order! covering the speech frequency
range. The number of band-pass filters corresponds to the
number of active electrode channels in the cochlea of the
implanted subject~see Table I!. The cutoff frequencies are
linearly spread below 1 kHz and logarithmically above 1
kHz. For eight channels, these are 100, 325, 550, 775, 1125,
1634, 2372, 3444, and 5000 Hz, and for seven channels,
these are 100, 357, 614, 934, 1421, 2161, 3287, and 5000
Hz. Next, the envelope is calculated by full-wave rectifica-
tion and a smoothing filter. This filter is a Butterworth
fourth-order low-pass filter with a cutoff frequency of 50 Hz
for the FLAT CIS algorithm and 400 Hz for the CIS algo-
rithm ~Wilson et al., 1991!. The former is well below the
range ofF0 values of adult speech, the latter is clearly above
that range. As a result, theF0 fluctuations are clearly present
in the envelope of the CIS algorithm, and are absent in the
envelope of the FLAT CIS algorithm. This is illustrated in
Fig. 3 where both envelopes for channel 5 are shown on the
same plot. The input was the synthetic vowel /a/ withF0
equal to 250 Hz. Note that the low cutoff frequency of 50 Hz
used in the FLAT CIS algorithm is unlikely to affect speech
intelligibility. In several studies, it was concluded that
speech reception scores are nearly unaffected after low-pass
filtering the speech envelope at 50 Hz, for normal-hearing
listeners~Drullman et al., 1994; Shannonet al., 1995!, as
well as for cochlear implantees~Fu and Shannon, 2000!.
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In the next step, the smoothed envelope is instanta-
neously compressed using the following formula@Eq. ~3!#, in
which A and B are chosen such that the function does not
show any discontinuity at the transition points~x5128 and
x516 384!:

y50, x<128

5A log~x!1B, 128,x,16 384

51000, x>16 384. ~3!

2. F0 CIS

The scheme of theF0 CIS algorithm is somewhat more
complicated. There are three major differences compared
with the other two algorithms: the band-pass filtering, the
rectification and the calculation of the envelope.

d Instead of using one fourth-order Butterworth band-pass
filter for each channel, a second order Butterworth filter is
used through which the signal passes twice. First, the sig-
nal goes through the filter in the normal direction and
next, the result is reversed in time, again passed through
the same filter, and again reversed in time. This way, the
phase distortion is zero, i.e., all frequency components are
delayed with the same amount of samples.6 If the normal
procedure is followed, the maxima of theF0 fluctuations
in adjacent channels do not coincide. In the lower two
channels, this time difference can equal several millisec-
onds. This way, the periodicity in the response of neurons
that are sensitive to stimulation on two or more channels,
might be blurred. The cutoff frequencies on the other hand
are identical in all algorithms.

d The filtered signal is half-wave instead of full-wave recti-
fied. The difference is apparent mainly in the lower-

FIG. 2. Processing schemes for the three algorithms: the default CIS and FLAT CIS at the top, andF0 CIS at the bottom.

FIG. 3. Envelopes of synthetic vowel /a/ (F05250 Hz) in channel 5~fre-
quency band between 1125 Hz and 1634 Hz! as a function of time. The solid
line is the envelope of the low-pass filter of the CIS algorithm~cutoff fre-
quency at 400 Hz!. The dashed line corresponds to the envelope of the
low-pass filter of the FLAT CIS algorithm~cutoff frequency at 50 Hz!. In
the latter case, theF0 fluctuations in the envelope are not present.
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frequency channels, where individual harmonics can be
resolved for high values ofF0. Half-wave rectification
reflects better the phase-locked behavior of auditory nerve
fibers, and results in a larger modulation depth in the out-
put signal.

d For the calculation of the envelope, two fourth order But-
terworth low-pass filters are first employed with cutoff
frequencies of 400 Hz and 50 Hz. In the output of the
former filter, theF0 fluctuations are present in the enve-
lope, while these are absent in the latter~see also Fig. 3!.
By subtracting an attenuated version of the ‘‘flat’’ enve-
lope from the fluctuating envelope, the modulation depth
is increased~summation in Fig. 2!. Negative values have
no meaning and are rejected~half-wave rectifier!. To com-
pensate for the resulting smaller amplitude, the signal in
each channel is amplified with a factor of 1.7.

In the three algorithms, the envelope samples are
mapped to current values~last block of each scheme in Fig.
2!, taking the dynamic range of the channel of the subject
under test into account. A linear function is used, which
maps an envelope sample value of 1 to the current threshold
I THR, and a value of 1000 to the most comfortable current
level I MCL . The current envelopes in all channels are modu-
lated with pulse trains with an overall rate of 10 000 pps. If 8
channels are used, the pulse rate per channel is 1250 pps,
while this rate equals 1429 pps in the 7 channel case. The
width of each biphasic pulse is constant and equal to 40
ms/phase. Following the CIS strategy, the pulse trains of all
channels are interleaved. The channel order of stimulation is
staggered: 1, 4, 7, 2, 5, 8, 3, and 6, where channel 1 corre-
sponds to the most apical channel and channel 8 to the most
basal channel. Stimulation on the nonactive electrode chan-
nel is skipped for the subject using only seven channels.
Examples of the output of each algorithm for the synthetic
vowel /a/ (F05200 Hz) are shown in Fig. 4. The plot at the
top is the output of the FLAT CIS strategy. Clearly, noF0
fluctuations are present in the envelopes. The plot in the
middle is the output of the default CIS strategy, now show-
ing a clear periodicity in the envelope corresponding toF0.
Notice the frequency doubling of theF0 fluctuations in
channel 1, due to the full-wave rectification~compare with
channel 2!. There also seems to be some asynchrony between
channels 4,5, and 6, due to the phase distortion: the local
maxima of theF0 fluctuations do not coincide in time. The
plot at the bottom is the output of theF0 CIS algorithm.
Clearly, the modulation depth of theF0 fluctuations is in-
creased in all channels. Also, the synchronization between
the channels is increased, and the periodicity of fluctuations
in the output of channel 1 corresponds toF0.

B. Stimuli

All stimuli were synthetic vowels, created using the
Klatt synthesizer available in theCSRE software package.7

The duration of the stimuli was 500 ms, and the highest

FIG. 4. The pulsatile output of the three CIS algorithms for the synthetic
vowel /a/ (F05200 Hz) as a function of time: FLAT CIS~upper plot!,
default CIS~middle plot!, andF0 CIS ~bottom plot!. The channel numbers
are indicated before each envelope trace on the left.
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sample rate~20 kHz! was chosen. The formant frequencies
and bandwidths corresponded either to /a/ or /i/, and were
kept constant for all fundamental frequencies. The exact val-
ues are typical for Flemish/Dutch spoken language and are
given in Table III ~Govaerts, 1978!. When using the Klatt
synthesizer, the value of the fundamental period has to equal
an integer multiple of the sampling period. The fundamental
period of the synthesized vowels ranged from 2.7 ms (F0
5370 Hz) to 6.7 ms (F05149 Hz).

After the synthesis, the stimuli were further processed
using custom-madeMATLAB 8 functions. The first 100 ms
were truncated, since there was a large transition effect
showing a dc shift at the output of the Klatt synthesizer.
Second, the vowels were gated at the initial 50 ms and at the
final 50 ms, using a cosine ramp. Finally, all vowels were
balanced in root mean square level. Note that this does not
guarantee that loudness can not be used as a cue when two
vowels with differentF0 must be discriminated. Within each
channel, the mean amplitude of the pulses changes whenF0
is varied. This is mainly due to the fact that the attenuation of
the harmonics in the side bands of the band-pass filters de-
pends on the frequency of the harmonic, and the latter
changes along withF0. This change of average pulse ampli-
tude in each channel can alter the perceived loudness and
even the perceived timbre. This possible source of informa-
tion corresponds to the aforementioned ‘‘average amplitude
cue.’’ Figure 5 illustrates this ‘‘average amplitude cue’’ by
showing the average pulse amplitude in each channel for two
synthetic vowels~/i/! with different fundamental frequencies
~250 Hz and 300 Hz!. The vowel with the lowerF0 seems to
have more energy in the most apical channel, and less energy
in the other channels.

To illustrate the effect of the different algorithms, the
outputs of all vowels were further analyzed. For each syn-
thesized vowel, allF0 fluctuations within the middle 200 ms
were extracted, and both the minimum and the maximum
pulse level within each fluctuation was determined. The av-
erage over all extracted fluctuations was calculated for both

the minimum and the maximum pulse level. Figure 6~for the
/a/ and Fig. 7 /i/! show both values for the three algorithms
as a function ofF0. The data for each channel are shown in
a separate panel. The vertical axis represents the relative dy-
namic range: ‘‘0’’ corresponds to the threshold level (I THR),
‘‘100’’ to the most comfortable level (I MCL). The dashed
lines correspond to the FLAT CIS strategy, the thin solid
lines to the default CIS strategy, and the thick solid lines to
the F0 CIS strategy. For the FLAT CIS strategy, the mean
minimum and mean maximum pulse levels almost com-
pletely overlap, illustrating that there is hardly any modula-
tion according toF0 left in the signal. In the case that there
is still a nonzero modulation depth, it is far below the lowest
depth used in experiment I~at which scores were around
chance level!. The curves for the FLAT CIS strategy also
illustrate the ‘‘average amplitude cue’’: the mean amplitude
varies as a function ofF0 in all channels. However, many of
these curves show a clear nonmonotonic behavior, which can
make this source of information very ambiguous. For the
default CIS strategy~thin solid lines!, there is a clear gap
between both curves, which corresponds to the relative
modulation depth. In the case of the vowel /a/, there is a
large depth at the lowestF0’s ~43.9% atF05149 Hz, aver-
aged across all channels!, but it decreases rapidly for higher
F0’s ~17.5% at 250 Hz, 14.0% at 370 Hz!. The same pattern
is seen in the plots for the vowel /i/, but in this case the depth
at the lowestF0’s is already smaller~31.5% at 150 Hz,
17.5% at 250 Hz, 16.2% at 370 Hz!. This pattern is opposite
to the pattern needed for goodF0 discrimination; for ex-
ample, the results of experiment I for subject SV clearly
indicate that a higher modulation depth is needed for higher
F0’s in order to achieve the same performance as for low
F0’s. At the modulation depth forF0 equal to 250 Hz
~17.5% for both vowels!, he performed at chance. So, he
might benefit from a new algorithm that increases the modu-
lation depth.

The F0 CIS is successful in accomplishing this~thick
solid lines in Figs. 6 and 7!. The mean modulation depth
varies from 53.8% (F05149 Hz) to 38.6%~250 Hz! and
35.4% ~370 Hz! for the vowel /a/. For the vowel /i/ these
values are 48.9%, 38.4%, and 40.3%, respectively. Notice
also that in many channels, the average minimum pulse is
zero, i.e., at threshold level. In some cases, the minimum
level shows a strong fluctuation when plotted as a function of
F0. This effect is also visible for the default CIS algorithm,
but to a lesser extent. It is inherent in the way the speech
signal is analyzed in the frequency domain, namely by using
band-pass filters with a flat response in a broad pass band,
and steep slopes beyond the cutoff frequencies. Phase and
attenuation of individual harmonics can differ substantially
if, for example, the filter contains only one harmonic in the
pass band close to the center frequency as opposed to the
case where the filter contains two harmonics far from the
center frequency. Another difference in the output between
the F0 CIS and the default CIS algorithm is the frequency
weighting. The maximum pulse levels in the two lowest fre-
quency channels are higher for theF0 CIS strategy, and are
higher in the remaining channels for the default strategy. To
compensate this, one could apply a channel-specific gain in

TABLE III. Formant frequencies~Fi! and bandwidths~Bi! in Hz of the
synthetic vowels used in experiment II~Govaerts, 1978!.

Vowel F1 B1 F2 B2 F3 B3 F4 B4 F5 B5

/a/ 890 110 1360 120 2475 160 3530 275 4830 325
/i/ 225 40 2280 90 2820 120 3200 120 3500 150

FIG. 5. Average pulse amplitude in each channel for two vowels. The
dashed bars correspond to an /i/ withF05300 Hz. The solid bars corre-
spond to an /i/ withF05250 Hz.
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the F0 CIS algorithm, instead of the factor 1.7~see descrip-
tion of F0 CIS in Fig. 2!.

C. Procedure

The same four subjects as for experiment I participated
in this experiment. To estimate the smallest difference inF0

that could be discriminated, a 2-down 1-up adaptive proce-
dure was used~Levitt, 1971!. Two vowels with differentF0,
further called thestandardand thesignal, were presented
and the subject had to indicate the stimulus with the higher
pitch. Correct response feedback was always given.F0 of
the standard stimulus was fixed to either 149 Hz or 250 Hz,

FIG. 6. Minimum and maximum pulse level within each fundamental period for the vowel /a/ for the three algorithms FLAT CIS~dashed lines!, default CIS
~solid thin lines! andF0 CIS ~solid thick lines!. The horizontal axis corresponds toF0 ~in Hz!; the vertical axis corresponds to the relative dynamic range~in
%!. Each plot shows the curves for the channel indicated at the top right.
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so there were 12 conditions in total: two phonemes~/a/ and
/i/!, two standardF0’s, and three algorithms. Initially, the
signal had aF0 of 250 Hz or 370 Hz, respectively. After two
successive correct answers, theF0 of the signal was low-
ered, while after one incorrect response, it was increased.
Initially, the stepsize of the fundamental period was 0.4 ms
~standardF05149 Hz! or 0.2 ms ~standardF05250 Hz!.
After four reversals, the stepsize was reduced to 0.1 ms or

0.05 ms, respectively. The procedure stopped after 12 rever-
sals, and the mean value of the fundamental period at the last
8 reversals was calculated. This value corresponds to the
fundamental period of a signal that could be discriminated in
approximately 71% of the cases~Levitt, 1971!. For each con-
dition, the whole procedure was repeated four times, and the
mean and the standard deviation of the results were calcu-
lated. In some conditions, the subjects could not discriminate

FIG. 7. Same as Fig. 6, but for the vowel /i/.
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both stimuli, even at the largest difference inF0. In those
cases, the percentage correct responses was calculated at this
difference. Obviously, it is expected that these scores are
lower than the aforementioned 71%.

D. Results

The results are shown in Fig. 8 for each subject sepa-
rately. The horizontal axis corresponds to the conditions, the
vertical indicates theF0 difference. In general, the largest
F0 differences were obtained in the FLAT CIS algorithm.
Still, in many cases the adaptive procedure converged to a
value below the starting value. This indicates that the aver-
age amplitude cue can be used to distinguish between two
vowels with differentF0.

However, the fact that smallerF0 differences were ob-
tained for the two other algorithms indicates that the inclu-
sion of the envelope modulation cue increases the ability to
make a judgment about the pitch. All subjects obtained strik-
ingly lower F0 differences for those two algorithms at the
lower frequency~150 Hz!. TheF0 difference that still could
be heard varies between 6 Hz and 20 Hz across the subjects.
Subjects SV and AE, who were sensitive to pitch changes
above 250 Hz in experiment I, also benefit from the envelope
modulation cue for the vowel /a/ at higher frequencies. Their
results vary between 12 Hz and 19 Hz. The other two sub-
jects do not obtain better results, since they do not have the
necessary sensitivity. For all subjects, very good perfor-
mance was obtained for the FLAT CIS algorithm in the^/i/–
250 Hz& condition, so that there was no room for improve-
ment. Underlying reasons for this unexpected result will be
discussed in the next section. No significant differences are
observed between the results of the default CIS and theF0
CIS algorithms. This indicates that there is a saturation ef-

fect, as also observed in experiment I. Further increase of the
modulation depth does not improve the pitch discrimination
ability.

E. Discussion

The very good performance in the^/i/–250 Hz& condi-
tion can be explained from Fig. 7. Above 250 Hz there is a
clear quasi-monotonic relationship between the vowel’sF0
and the average maximum pulse level in each fundamental
period. This is the case for all three algorithms. Moreover,
the slopes of the curves are rather steep, meaning that a small
change inF0 results in a substantial change in pulse level in
each channel. While this level increases for smallerF0’s in
the lowest frequency channel, it is the other way around for
the other channels. This can result in a pitch change accord-
ing to tonotopic place coding, but also in a timbre or even
loudness change. The latter was reported by subject JH,
while the other three subjects still reported that they heard a
change in pitch. For the lower frequencies~150–250 Hz!, the
slopes of the curves in Fig. 7 become very shallow or even
change sign. This inconsistency probably explains why per-
formance is a lot poorer for thê/i/–150 Hz& condition, when
there are no envelope modulation cues~FLAT CIS!. The
same holds for the vowel /a/. The pulse level changes non-
monotonically withF0, which makes it hard to use only this
source of information to identify the stimulus with the high-
estF0.

Using the algorithms that included a source of temporal
information ~default CIS andF0 CIS!, the four subjects
could hearF0 deviations of between 4% and 13% from 150
Hz. Two subjects were not sensitive to pitch changes above
250 Hz in experiment I, but the other two could hearF0
differences between 5% and 8% at 250 Hz in experiment II.
These data are comparable with measurements of the rate

FIG. 8. Smallest discriminableF0 differences, as measured in experiment II. Each plot shows the results of a given subject. Vowel andF0 of the standard
stimulus are indicated at the bottom. The three algorithms are: FLAT CIS~gray bars!, default CIS~black! andF0 CIS ~hashed!. If the subject’s results did
not converge to some value, a large bar is displayed, and the percentage correct responses at the indicatedF0 difference are given.
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pitch difference limens~DL! obtained in other studies.
McKay et al. ~1994! found DLs between 2% and 15% at 150
Hz, and between 2% and 20% around 250 Hz, while one of
the six subjects was not sensitive to rate changes from 250
Hz. Townshendet al. ~1987! obtained rate pitch DLs be-
tween 10% and 30% at 150 Hz, and between 10% and 20%
at 250 Hz, while one of the three subjects was not sensitive
to rate changes from 250 Hz. It might also be interesting to
compare the observed DLs for harmonic complexes with
those obtained psychoacoustically with normal-hearing lis-
teners. Houtsma and Smurzynski~1990! measured the DLs
of complex tones~F0 equal to 200 Hz! from which the lower
harmonics were removed. Averaged across four listeners,
they found a DL of less then 1 Hz~0.5%!, even when the
first six harmonics were removed. Cullen and Long~1986!
observed a similar value for unfiltered acoustic pulse trains
with a rate of 200 Hz. In other words, normal-hearing listen-
ers outperform implantees by an order of magnitude. The
question of whether this is due to a better temporal or a
better place coding~or the combination of both! still remains
unresolved. However, the latter reason might be more favor-
able, given the facts that place coding is rather coarse in a
cochlear implant and that the temporal representation of am-
plitude modulated stimuli is well preserved in the neural re-
sponse for high carrier rates~Wilson, 1997!.

In this experiment, synthetic vowels were used in order
to be able to control all the parameters of the vowel. Formant
frequencies and bandwidth were kept constant, and onlyF0
was varied. This is unlike real speech. Speakers with higher
F0’s, such as women and children, typically have higher
formant frequencies too, due to the smaller physical dimen-
sions of the vocal tract. It is not unlikely that these possible
sources of information would also be used if a comparable
task as in this experiment was performed with real life
speech.

The results of both experiments are consistent in most
cases. In experiment I, subjects SV and AE showed a clear
sensitivity to modulation frequency variations, both for the
low- and the high-F0 frequencies. In experiment II, they
obtained better results when the envelope modulation cue
was added~FLAT CIS versus other two!, except for the con-
dition ^/i/–250 Hz& for which there was no room for im-
provement. Subjects JH and WM could not detect modula-
tion frequency variations from 250 Hz in experiment I, so no
smallerF0 differences were obtained in experiment II, when
the envelope modulation cue was added. Obviously, a co-
chlear implant user will not benefit from a speech processing
algorithm that adds or enhances a source of information for
which s/he is not sensitive.

However, there appear to be some inconsistencies. From
the results of experiment I one would predict that some sub-
jects should benefit from theF0 CIS algorithm in some con-
ditions. For example, subject SV performed at chance for a
modulation depth of 20% at the modulation frequency of 250
Hz. In the default CIS strategy, the modulation depth varies
over all channels between 12% and 24% for the synthetic
vowel /a/ (F05250 Hz) used in this study. Also subject WM
performed rather poorly in experiment I, and performed only
significantly above chance in one condition, where modula-

tion depth was 99%. However, no improvement is seen in
their results of experiment II whenF0 CIS is compared with
the default CIS strategy. There are two possible reasons for
this finding. First, not all channels were tested in experiment
I, so it is still possible that there are other channels for which
less modulation depth is needed in order to achieve maxi-
mum performance. However, for subject WM, two other
channels were also tried in a pilot experiment, and no better
results were obtained for those channels. Second, and more
likely, the main difference between both experiments is that
in experiment I only one channel is stimulated, while in ex-
periment II all channels are stimulated. It is possible that less
modulation depth is needed when the modulation according
to F0 is presented on all channels. This can also explain the
relatively good performance of subject WM in experiment II.
At the low frequencies~F0 around 150 Hz!, he clearly ben-
efits from the inclusion ofF0 fluctuations in the envelope,
and can detectF0 differences of 10–20 Hz.

IV. EXPERIMENT III

An extra experiment was run to test the hypothesis that,
if several channels are stimulated with synchronous fluctua-
tions, the modulation depth needed to discriminate two
stimuli with different envelope fluctuation rate is lower com-
pared to when only one channel is stimulated. This also
would imply that better performance is achieved for
multiple-channel stimuli if the same modulation depth is
used for both the single- and the multiple-channel stimuli.

A. Stimuli and procedure

The same four subjects participated in this experiment.
For each subject, three adjacent channels were selected, on
which SAM pulse trains with a carrier pulse rate of 1250 pps
were presented. The central channel of the three~ch X! was
one of the two channels used in experiment I: the basal chan-
nel for subject JH, and the apical channel for the other sub-
jects. In addition, the adjacent channel towards the base~ch
X11! and the adjacent channel towards the apex~ch X21!
were selected. The SAM pulse trains were either presented
on each channel separately, or concurrently on the three
channels. In the latter case, the pulses on the three channels
were interleaved. A modulation depth of 10% was chosen for
subjects AE and JH, and a modulation depth of 40% for
subjects SV and WM. The procedure was similar to experi-
ment I. In each trial, two stimuli with different modulation
frequencies, 150 Hz and 180 Hz, were presented in random
order and the subjects had to indicate the stimulus with the
higher pitch. The number of presentations was 100 in each
condition. Each next trial consisted of a stimulus pair on any
of the three channels, or on all three channels.

B. Results

The results of all subjects are shown in Fig. 9. The solid
black bars represent the percentage correct scores for the
three-channel stimuli, while the other bars represent the
scores for the single-channel stimuli. It is clear that the best
performance is achieved for the three-channel stimuli. The
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average difference between the three-channel result and the
result for the ‘‘best’’ channel is 11%. As shown with a
paired-samplest-test, this difference is highly significant
~t@3#59.1, p50.003!.

C. Discussion

The results confirm that the subjects can combine the
information on the three channels in some way, such that
better performance can be achieved although the modulation
depth is identical. An improvement of 11% is obtained, when
comparing the results of the discrimination task for the three-
channel stimuli with those for the single-channel stimuli. In
the CIS strategies of experiment II, 7 or 8 channels were
concurrently stimulated, which might enhance the perfor-
mance even more.

The results of the experiments demonstrate the impor-
tance of the temporal coding ofF0 for the perception of its
corresponding pitch. As long asF0 appears as distinct tem-
poral fluctuations in the envelope of the speech processor’s
output, tones with differentF0 can be distinguished. In the
SPEAK strategy, used with the Nucleus cochlear implant,
the bandwidths of the extracted envelopes are limited to 200
Hz, which can fall belowF0. However, the steepness of the
smoothing filter is far from infinite, which means that
enoughF0 modulation might remain in the envelope. A
greater concern is the use of the relatively low stimulation
pulse rate of 300 pps or even lower. According to several
physiological and psychophysical studies that recommended
a carrier rate four times the modulation rate~McKay et al.,
1994; Wilson, 1997!, only modulation frequencies up to 75
Hz can be encoded properly in the SPEAK strategy. How-
ever, in the aforementioned studies, single-channel stimuli
were used, in contrast with the multiple-channel stimuli at
the SPEAK processor output. Because less modulation depth
is required when multiple channels are stimulated, it might
also be true that a lower carrier rate suffices if all channels
contain synchronous envelope modulations. This might ex-
plain why Joneset al. ~1995! did not see any improvement in
pitch related tasks if an explicit temporal code according to
F0 was added to the SPEAK strategy.

V. SUMMARY AND CONCLUSIONS

Three experiments were conducted in this study. The
first investigated how the modulation depth of a SAM pulse
train on one electrode channel influences the ability to judge
perceived pitch. Optimal performance in the pitch discrimi-
nation task depended on the subject, the channel~apical or
basal! and the frequency range~150 Hz–180 Hz or 250 Hz–
300 Hz!. The relative modulation depths for which the high-
est scores were obtained varied between 20% and 99%. In
the second experiment, the smallest discriminableF0 differ-
ence was measured for three speech processing algorithms
using synthetic vowels. In the first algorithm~FLAT CIS!,
the temporal variation in the envelope according toF0 was
removed, so subjects had to make a judgment on the basis of
relative amplitude changes. They all performed very well in
one condition~^/i/–250 Hz&!, due to the unambiguous rela-
tion betweenF0 and the average amplitude in each channel.
For the other conditions~^/i/–150 Hz&, ^/a/–150 Hz&, and
^/a/–250 Hz&!, performance was much poorer, and in some
cases at chance level. If the temporal source of information
was added in the envelopes~default CIS andF0 CIS!, sig-
nificantly better results were obtained, provided that the sub-
ject was sensitive to modulation frequency changes in the
corresponding frequency region. In the default CIS algo-
rithm, modulation depths were obtained at which some sub-
jects scored sub-optimally in experiment I. Therefore, theF0
CIS algorithm was designed in which the modulation depths
were increased. However, this did not result in better perfor-
mance. This indicates that less modulation depth in the en-
velope variation according toF0 is needed if all channels are
stimulated. This hypothesis was confirmed in a third experi-
ment where subjects performed better in a pitch discrimina-
tion task with SAM pulse trains, if three channels were
stimulated concurrently, as opposed to only one.
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2In contrast with this study, McKayet al. did not use SAM pulse trains.
Only two pulse levels were used, with the highest one occurring only once
in each modulation cycle.

3A length of 500 ms is used, while the test signals are 400 ms long. How-
ever, both time intervals are much larger than the temporal integration
window for loudness estimation, so this should not influence the outcomes.

4For subject AE, the scores atm8540% were not measured. The missing
values were estimated by using the average scores at 20% and 99%. The
possible error on this estimate will be small since the scores at both modu-
lation depths do not differ substantially.

5The modulation gain is the ratio between the modulation depth in the re-
sponse and the modulation depth in the stimulus.

6The advantage of this approach is that the amplitude characteristics of these
band-pass filters are identical to those used in the other two algorithms. In
order to achieve a zero-phase distortion in a real-time implementation, a
FIR ~Finite Impulse Response! filter should be used.

7Computerised Speech Research Environment, Version 4.5, AVAAZ Inno-
vations, Inc.~http://www.avaaz.com!.

FIG. 9. Percentage correct scores for experiment III, grouped per subject
~indicated at the bottom!. The results for the three-channel stimuli are rep-
resented by black solid bars, while the other bars represent the scores for the
single-channel stimuli. ChannelX was different for each subject~see text!.
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A comparison of threshold estimation methods in children
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Estimating detection threshold for auditory stimuli in children can be problematic because of lapses
in attention and the time limits usually imposed by scheduling restrictions or fatigue. Data reported
here were collected to compare the stability of threshold estimation procedures in testing children
ages 6 to 11 in a three-alternative, forced-choice paradigm. Stimuli consisted of a 1-kHz tonal signal
and a Gaussian noise masker, bandpass filtered between 500–2000 Hz and presented at 25-dB
spectrum level. The signal was either presented for 400 ms in the presence of a continuous masker
~simultaneous masking! or for 10 ms just prior to a 400-ms masker~backward masking!. For each
masking paradigm the 79% correct threshold was assessed via each of three procedures: 3-down,
1-up adaptive staircase~Levitt!, maximum likelihood estimation~MLE!, and method of constant
stimuli. Percent correct was measured at the end of the study for a signal 10 dB above the previously
determined threshold in order to estimate the most appropriate psychometric function asymptote for
fitting data collected via the method of constant stimuli. Both the MLE and Levitt procedures
produced equally stable threshold estimates for both conditions and age groups. This was the case
despite considerable variability in backward-masking thresholds. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1337960#

PACS numbers: 43.66.Dc, 43.66.Sr, 43.66.Yw@SPB#

I. INTRODUCTION

Many methods for estimating detection threshold have
been developed with the assumption that detection is deter-
mined by an underlying distribution that is relatively stable
across trials and that sequential responses are statistically
independent. These assumptions might be most problematic
in cases where practice over the course of trials or fluctuation
in attention are suspected to influence responses. Some stud-
ies have looked at the validity of these assumptions in infants
~e.g., Bernstein and Gravel, 1990! and in preschool children
~e.g., Wightman and Allen, 1992!. Less is known about the
appropriateness of standard psychophysical methods for
young school-age children. Many studies on this age group
have used methods developed for and tested on adults, such
as the Levitt staircase~Levitt, 1971! or the maximum likeli-
hood estimator~MLE; Green, 1993!.

Previous research comparing Levitt and MLE tracking
procedures with adult observers indicates a good correlation
between detection thresholds for a tone in noise estimated
using these two methods~Gu and Green, 1994!. There are at
least three inter-related nonsensory factors that might predict
different results for young children, however. First is the
duration of a track. The MLE procedure can require signifi-
cantly fewer trials to obtain an estimate than a Levitt track,
particularly compared to a typical 3-down, 1-up Levitt track
~Shelton, Picardi and Green, 1982; Baker and Rosen, 1998!,
and this could lessen the impact of fatigue or boredom in a
young listener. Second, inattention during the course of a
track can have different consequences for threshold estimates

produced by the MLE and Levitt procedures. Misses at the
beginning of the MLE track have a much larger impact on
threshold estimates than those occurring later in the track
~Green, 1995!. If children are more prone to problems in
focusing attention or to confusion during the initial trials,
then the MLE procedure could produce less accurate~higher!
thresholds than the Levitt procedure. A third factor is the
difference in exposure to the signal over the course of a
typical track. A typical MLE track hones in on a likely
threshold estimate fairly quickly, providing fairly few signal
presentations at suprathreshold levels, while the typical Lev-
itt track, on the other hand, provides more exposure to su-
prathreshold signals. Performance on tasks based on subtle
or complex cues could benefit from the more extensive ex-
posure to suprathreshold signals, and this effect could be
greater for younger or less-experienced listeners.

The purpose of the study undertaken here was to com-
pare Levitt and MLE tracking procedures for a three-
alternative, forced-choice method in young school-aged chil-
dren. Data were also collected using a method of constant
stimuli and using a suprathreshold signal. Two masking
paradigms were tested, simultaneous and backward masking.
Simultaneous masking is thought to be based on a very
simple cue. Backward masking, on the other hand, is associ-
ated with large individual differences and practice effects
~Wilson and Carhart, 1970; Oxenham and Moore, 1995;
Busset al., 1999!, characteristics that could be interpreted as
reflecting a complex or subtle detection cue. Based on this, it
was hypothesized that backward masking might be particu-
larly sensitive to differences in the amount and type of ex-
posure to the signal that is provided during the course of the
threshold estimation track. This would be reflected in lowera!Electronic mail: ebuss@med.unc.edu
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thresholds measured using the Levitt procedure than the
MLE in backward masking.

II. METHODS

A. Observers

A total of 34 observers took part in the study, 23 chil-
dren~6.3 to 10.7, with a mean of 8.3 years! and 13 adults~21
to 49.5, with a mean of 34.6 years!. All had normal hearing,
defined as thresholds equal to or better than 15 dB HL at
octave frequencies from 250 Hz to 8000 Hz~ANSI, 1989!,
and none of the observers in either age group had any known
history of ear disease. Twelve children~5 male, 7 female!
and 7 adults ~2 male, 5 female! participated in the
simultaneous-masking conditions. Fifteen children~9 male, 6
female! and 7 adults~1 male, 6 female! participated in the
backward-masking conditions. The four children and three
adults who participated in both conditions completed the
simultaneous-masking conditions approximately 1 year prior
to completing the backward-masking conditions.

B. Stimuli

In both the simultaneous- and backward-masking condi-
tions, the signal was a 1-kHz pure tone ramped on and off
with 10-ms cos2 ramps. The masker was Gaussian noise, fil-
tered into a two-octave band centered on 1 kHz, and pre-
sented at a 25-dB spectrum level. In the simultaneous-
masking conditions, the masker was played continuously and
the signal was presented for 400 ms. In the backward-
masking conditions, the masker was a 400-ms sample of the
noise, ramped on and off with 10-ms cos2 ramps, and the
signal was ramped on and off~no steady state! prior to the
onset of the masker, with no delay between 0-voltage points
of the signal and masker. The masking noise was generated
continuously by a waveform generator~WG1, TDT!, filtered
digitally ~PD1, TDT; 25-ms sampling rate!, attenuated~PA4,
TDT!, and routed to an adder~SM3, TDT!. In the backward-
masking condition, the masker was passed through a switch
~SW2, TDT! prior to attenuation, allowing the masker to be
switched on and off. The signal, including onset and offset
ramps, was generated by a second waveform generator
~WG1, TDT!, attenuated~PA4, TDT!, and added to the
masker~SM3, TDT!. The combined signal and masker chan-
nels were played out over the left channel of the headphone
buffer ~HB6, TDT! to headphones~Sony, MDR-V6!.

C. Procedures

Three procedures were used to estimate the 79% correct
detection threshold. All employed a three-alternative, forced-
choice presentation, with the signal appearing in one ran-
domly selected interval. The interstimulus interval was ap-
proximately 400 ms for the simultaneous- and 1 s for the
backward-masking conditions. Listening intervals and feed-
back were indicated via lights on a response box. All tracks
began with a practice trial with a signal level 10 dB above
expected detection threshold. If the observer missed this
trial, then the experimenter paused the experiment, talked
with the observer about the task, and then presented another

practice trial. This continued until the observer responded
correctly, at which point data collection began.

Each observer was randomly assigned to begin with ei-
ther the Levitt or MLE tracking procedure. Three threshold
estimates were obtained with that procedure, and a fourth
was collected if the first three varied by more than 3 dB.1

The observer was then tested using the second tracking pro-
cedure, with three or four estimates comprising the mean.
Data for the method of constant stimuli were then collected,
followed by suprathreshold detection. The thresholds re-
ported here were calculated as the average of all threshold
estimates obtained with each procedure, except where noted.

Levitt ~1971! adaptive tracks followed a 3-down, 1-up
stepping rule, estimating 79% correct. The initial step size
was 8 dB, which was reduced to 4 and 2 dB after the first and
second track reversals, respectively. Trials continued until a
total of eight reversals was obtained, and the threshold esti-
mate was calculated as the average signal level at the last six
track reversals. In the MLE adaptive track the signal level
presented on each trial was based on the 79% correct point of
the psychometric function providing the best fit to the data
collected in the track up to that point~see Green, 1995 for
details!. The psychometric function slope constant was set to
v50.4 based on pilot data from a single adult observer. It
has been shown that threshold estimates are relatively insen-
sitive to mismatches in slope of the fitted psychometric func-
tion ~Green, 1993!. Asymptotic performance was set to
100% correct, with the assumption that inattention would be
negligible. This decision could introduce a substantial bias in
threshold estimates if the real underlying function reaches
asymptote at a level well below this level of attentiveness
~Green, 1995!, so the consequences of this choice were as-
sessed bypost hocfitting functions with asymptote estimated
in the suprathreshold task.

The next five tracks employed a method of constant
stimuli, resulting in estimates of percent correct. Five signal
levels were chosen for each observer, distributed relative to
that observer’s estimated threshold~see Lamet al., 1997!.
For the simultaneous-masking conditions the signal levels
were12, 11, 10, 21, and22 dB relative to each observ-
er’s Levitt threshold for simultaneous masking. For the
backward-masking conditions the signal levels were18, 14,
10, 24, and28 dB relative to each observer’s Levitt thresh-
old for backward masking. Each block was comprised of 30
trials, with signal levels interleaved.

The final experimental run was comprised of 30 trials,
with the signal presented 10 dB above the threshold from the
Levitt procedure for each observer. Again, percent correct
was determined. In several cases, performance on this task
was quite poor when compared to the previous data on that
observer. In those cases, data were taken a second time, as
discussed below.

III. RESULTS AND DISCUSSION

A. Levitt procedure

For the simultaneous-masking condition, average thresh-
olds were 46.4 dB SPL~45.0 to 51.1! for children and 45.4
dB SPL ~43.8 to 47.7! for adults. One track was omitted
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from all calculations because of an unusually large standard
deviation of the track reversal levels~9.8 dB! as compared to
other child and adult data, which had average standard de-
viations of 2.3 and 2.2 dB, respectively. For the backward-
masking conditions, average thresholds were 58.1 dB SPL
~37.5 to 74.8! for children, and 46.2 dB SPL~35.5 to 53.2!
for adults. Standard deviations of the track reversal levels
were, on average, 3.3 and 4.2 dB for child and adult observ-
ers, respectively.

B. MLE procedure

For the simultaneous-masking condition, average thresh-
olds were 46.8 dB SPL~44.6 to 49.9! for children and 45.6
dB SPL~43.8 to 48.6! for adults. The predictive value of the
final psychometric function fit in the MLE track was as-
sessed with the G2 statistic, calculated as described in Allen
et al. ~1998!. A criterion of p,0.05 was taken to indicate an
acceptably good fit of the psychometric function to the data.
One track from the child data and two from the adult data
failed to reach this criterion and were omitted from all
analyses.2

For the backward-masking conditions, average thresh-
olds were 56.6 dB SPL~44.8 to 74.7! for children, and 47.0
dB SPL ~33.8 to 54.4! for adults. All backward-masking
tracks obtained an acceptably good fit, as indicated by a G2

significance level ofp,0.05.

C. Suprathreshold detection

For the simultaneous-masking conditions, most observ-
ers from both groups got all 30 trials correct for the detection
of a suprathreshold signal, leading to an estimate of 100%
accuracy at asymptote. Exceptions were two child observers
who missed 1 and 2 trials, respectively, and an adult ob-
server who missed 16 out of 30 trials. This observer admitted
to a loss of concentration during the course of the run. On an
immediate retest, 100% of the signals were correctly de-
tected.

For the backward-masking conditions, more than half of
the observers got all 30 trials correct for the detection of a
suprathreshold signal, but there were notable exceptions.
Two child observers initially performed very poorly on these
trials, missing 7 and 17 out of 30 trials, respectively. Both of
these observers were retested. The first child then performed
at 100%, but the other failed to complete the track at all
because he had fallen asleep. Based on this, it was decided to
bring this observer back for a second test session on another
day, and to then replace all the data.

Taken together, these data are interpreted as indicating
that for both masking conditions children and adults have
comparable difficulties maintaining attention in the final seg-
ment of a listening session. These results raise a question,
however, about the utility of this measure because it high-
lights the extent to which attention to the task can fluctuate
over the course of the experiment. Because of concern over
this, psychometric functions~below! were fitted to the data
with 100% asymptote as well as the asymptote estimated in
the suprathreshold task.

D. Method of constant stimuli

The data collected with the method of constant stimuli
were fitted with psychometric functions using a maximum
likelihood method with slope as a free parameter. The upper
asymptote fitted to each observer’s data was set as the esti-
mate of asymptote based on the suprathreshold detection
task. The function associated with the smallest sum-of-
squares deviation from the data was chosen for each ob-
server, and the 79% correct point of that function was taken
as a threshold estimate.

For the simultaneous-masking conditions, average
thresholds were 46.7 dB SPL~44.1 to 56.6! for children and
45.5 dB SPL~43.6 to 47.7! for adults. All fits were signifi-
cant, as indicated by a G2 significance level ofp,0.05, and
accounted for an average of 75% of the variance in the data.
Slopes fitted to child and adult data were comparable, with
the mean slope across subjects beingv50.77 and v
50.71, respectively. The left panels in Fig. 1 show all of the
best-fitting functions, plotted separately for adult~panel A!
and child~panel B! data.

For the backward-masking conditions, average thresh-
olds were 56.9 dB SPL~39.6 to 76.9! for children and 44.1
dB SPL~32.6 to 53.8! for adults. All fits were significant, as
indicated by a G2 significance level ofp,0.05, and ac-
counted for an average of 78% of the variance in the data.
Slopes fitted to child and adult data were comparable, with
the mean slope across subjects beingv50.28 and v
50.33, respectively. The right panels of Fig. 1 show the
best-fitting functions, plotted separately for adult~panel C!
and child~panel D! data.

Threshold estimates for the data collected with the

FIG. 1. Psychometric functions fitted to data obtained by the method of
constant stimuli are plotted separately for subject groups and masking con-
ditions. Functions fitted to simultaneous-masking data from adults are
shown in panel A, and those from children in panel B. Functions fitted to
backward-masking data from adults are shown in panel C, and those from
children in panel D.
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method of constant stimuli employed individualized esti-
mates of inattention and best-fitting values of slope~v!,
whereas the MLE procedure assumed no effect of inattention
~100% asymptote! andv50.4 for fitting all observers’ data.
The possible consequence of these discrepancies were evalu-
ated in two ways. First, data from the method of constant
stimuli were fitted again with the parameters used in the
MLE procedure. The resulting threshold estimates did not
vary substantially from those based on the original fits.
Threshold changed by an average of 0.2 dB for the
simultaneous-masking conditions and by 1.5 dB for the
backward-masking condition. Second, the data collected
with the MLE tracking method were refitted using the indi-
vidualized parameters for slope and attention. Three of these
fits failed to obtain a G2 significance level ofp,0.05 and so
were omitted when calculating the estimate of threshold. The
resulting threshold estimates differed from the original MLE
estimates by an average of 0.3 dB in the simultaneous-
masking and 0.8 dB in the backward-masking conditions.

E. Stability as a function of number of trials

The issue of the number of trials necessary to obtain a
stable threshold estimate with the Levitt and MLE proce-
dures was evaluated by calculating threshold estimates based
on a subset of data collected during a track. Because the
MLE procedure sets the signal level for each trial as the 79%
threshold estimate based on all the previous data, the average
threshold estimate at any trial number can be determined by
averaging the signal level across tracks. Levitt track esti-
mates were calculated based on two, four, and six reversals.
Levitt tracks based on two and four reversals were surpris-
ingly stable as compared to those based on six reversals for
both masking conditions. For the simultaneous-masking con-
dition threshold estimates calculated at two and four rever-
sals differed from the case of six reversals by 0.4 and 0.2 dB
for child data, and by 0.6 and 0.3 dB for adult data. The
two-reversal estimates could have been obtained after an av-
erage of 21 trials. Had the MLE tracks been stopped after 21
trials, thresholds would have deviated from the final estimate
based on 30 trials by an average magnitude of 0.8 and 0.6 dB
for children and adults, respectively. For the backward-
masking conditions threshold estimates calculated at two and
four reversals differed from the case of six reversals by 1.2
and 0.6 dB for child data, and by 0.7 and 0.6 dB for adult
data. The two-reversal estimates could have been obtained
after an average of 24 trials. Had the MLE tracks been
stopped after 24 trials, thresholds would have deviated from
the final estimate based on 30 trials by, on average, 1.9 and
0.9 dB for children and adults, respectively. These results
suggest comparably stable threshold estimates for a small,
fixed number of trials using these two tracking procedures.

F. Stability of estimates across conditions

Figure 2 shows threshold estimates based on the two
tracking procedures~Levitt and MLE! plotted as a function
of the threshold estimate obtained by fitting data obtained
with the method of constant stimuli. Each MLE estimate
~down-pointing triangles! was based on 30 trials. The Levitt

estimate~up-pointing triangles! was computed as the average
level at the last four reversals in each track, which were
obtained after an average of 30 trials for the simultaneous-
masking and 34 trials for the backward-masking conditions.
Data for children~unfilled symbols! and data for adult~filled
symbols! observers are plotted separately. The panel on the
left ~A! contains results from the simultaneous-masking con-
ditions, and the panel on the right~B! contains results from
the backward-masking conditions. The estimate based on the
method of constant stimuli was chosen as a reference be-
cause those data were obtained after completion of the two
tracking procedures, and so observers had many trials of pre-
vious exposure to the stimuli. In effect this was not a crucial
decision because all thresholds were highly correlated. In the
simultaneous-masking condition, correlation between pairs
of estimates obtained for the three procedures ranged from
r 50.82 to 0.93. In the backward-masking condition, corre-
lation between pairs of estimates obtained for the three pro-
cedures ranged fromr 50.70 to 0.99. Two analyses of vari-
ances~ANOVAs! were performed, one for each masking
condition, with MLE and Levitt estimates and age group. For
the simultaneous-masking condition there was no main effect
of procedure (F1,1750.96,p50.3404), no main effect of age
group (F1,1752.11, p50.1644), and no interaction (F1,17

50.696, p50.4157). For the backward-masking condition
there was no effect of procedure (F1,2050.001,p50.991),
but there was a main effect of age (F1,2056.633, p
50.0181). The interaction was not significant (F1,20

50.565,p50.4609).

IV. CONCLUSIONS

The intent of this study was to assess the relative stabil-
ity of threshold estimates obtained with the MLE and Levitt
tracking procedures. It was hypothesized that the small num-
ber of suprathreshold signal presentations in the typical MLE

FIG. 2. Thresholds from the two tracking procedures are plotted as a func-
tion of the threshold estimate obtained by fitting data collected with the
method of constant stimuli. One Levitt~n! and MLE~,! estimate is plotted
for each observer. Adult data are shown as filled symbols and child data as
unfilled symbols. Panel A~left! shows simultaneous-masking threshold es-
timates, and panel B~right! shows backward-masking estimates. The insert
in panel A does not include data for one observer. Data from the method of
constant stimuli for this observer were not well-fitted by any of the func-
tions.
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track could introduce inaccuracies under some circum-
stances. In particular, it was hypothesized that child observ-
ers might benefit from more extensive exposure to suprath-
reshold examples of the signal, such as those available
during the typical Levitt track, particularly when the cue was
a subtle one that has been shown to produce practice effects.
The results described above do not support this hypothesis.

Threshold estimates in the simultaneous-masking condi-
tions were within 1–2 dB for the two groups, regardless of
threshold estimation procedure. The lack of an age effect
confirms previous findings that children of this age range
perform on par with adults under conditions of simultaneous
masking ~e.g., Allen et al., 1989; Hall and Grose, 1991!.
Thresholds obtained in the backward-masking paradigm
were more variable than simultaneous-masking thresholds
and differed by an average of 12.5 dB between child and
adult groups. This difference is consistent with previous re-
ports of age effects in backward masking~Busset al., 1999!.
Despite this variability, both Levitt and MLE tracking pro-
cedures produced comparable estimates of threshold when
compared to the threshold estimates obtained with data from
the method of constant stimuli. For both the simultaneous-
masking and backward-masking conditions the Levitt esti-
mates based on the average of four reversals were compa-
rable to the MLE estimates, both in stability and in the
number of trials to obtain threshold.

These results suggest that small numbers of track rever-
sals using a Levitt procedure can produce stable results even
for difficult tasks. The MLE paradigm may not be more ef-
ficient or accurate in standard listening tasks, such as simul-
taneous masking, but neither does it introduce inaccuracies
for more complex listening tasks, such as backward masking.
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Forward masking: Adaptation or integration?
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The aim of this study was to attempt to distinguish between neural adaptation and persistence~or
temporal integration! as possible explanations of forward masking. Thresholds were measured for a
sinusoidal signal as a function of signal duration for conditions where the delay between the masker
offset and the signal offset~the offset–offset interval! was fixed. The masker was a 200-ms
broadband noise, presented at a spectrum level of 40 dB~re: 20 mPa!, and the signal was a 4-kHz
sinusoid, gated with 2-ms ramps. The offset–offset interval was fixed at various durations between
4 and 102 ms and signal thresholds were measured for a range of signal durations at each interval.
A substantial decrease in thresholds was observed with increasing duration for signal durations up
to about 20 ms. At short offset–offset intervals, the amount of temporal integration exceeded that
normally found in quiet. The results were simulated using models of temporal integration~the
temporal-window model! and adaptation. For both models, the inclusion of a peripheral
nonlinearity, similar to that observed physiologically in studies of the basilar membrane, was
essential in producing a good fit to the data. Both models were about equally successful in
accounting for the present data. However, the temporal-window model provided a somewhat better
account of similar data from a simultaneous-masking experiment, using the same parameters. This
suggests that the linear, time-invariant properties of the temporal-window approach are appropriate
for modeling forward masking. Overall the results confirm that forward masking can be described
in terms of peripheral nonlinearity followed by linear temporal integration at higher levels in the
auditory system. However, the difference in predictions between the adaptation and integration
models is relatively small, meaning that influence of adaptation cannot be ruled out. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1336501#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@RVS#

I. INTRODUCTION

Forward masking, where the threshold of a signal is el-
evated by a masker preceding it in time, has been the subject
of intense study over a number of decades~e.g., de Mare´,
1940; Lüscher and Zwislocki, 1947; Munson and Gardner,
1950; Zwislockiet al., 1959; Plomp, 1964; Elliott, 1971; Wi-
din and Viemeister, 1979; Jesteadtet al., 1982; Moore and
Glasberg, 1983; Nelson, 1991; Plack and Oxenham, 1998!.
Despite the continued interest in the phenomenon, and the
many empirical facts known about it, the mechanisms under-
lying forward masking remain poorly understood and a mat-
ter of debate.

In situations where the masker is a brief impulse, Duif-
huis ~1973! has shown that peripheral frequency selectivity
can play a role in producing forward~and backward! mask-
ing, because of the finite response times of the auditory fil-
ters. In such situations, the responses to the masker impulse
and a brief signal may physically overlap in the auditory
periphery, even if the acoustic stimuli do not, producing
what is essentially simultaneous masking. However, subse-
quent work has indicated that for maskers longer than a
single impulse, the role of peripheral interaction in forward
masking is generally negligible, at least for signal frequen-
cies of 1 kHz and above~Vogten, 1978; Gorgaet al., 1980;
Carlyon, 1988!.

Adaptation in the auditory nerve has been proposed as a

candidate for the neural site of forward masking~Smith,
1977, 1979!. Certainly, a number of aspects of auditory-
nerve adaptation resemble psychophysical forward masking.
For instance, the growth of adaptation with increasing stimu-
lus level is nonlinear and eventually saturates, just as the
growth of forward masking is generally nonlinear, with sig-
nal threshold often increasing only slowly as a function of
masker level~Jesteadtet al., 1982; Moore and Glasberg,
1983!. Such resemblances have led many psychophysicists
to refer to forward masking in terms of neural adaptation
~Duifhuis, 1973; Kidd and Feth, 1981; Jesteadtet al., 1982;
Bacon, 1996; Nelson and Swain, 1996!. However, quantita-
tive studies of forward masking in the auditory nerve, using
detection theoretic analysis techniques, have demonstrated
much less masking in individual auditory-nerve fibers than is
measured psychophysically~Relkin and Turner, 1988!, as
well as different dependencies on parameters such as signal
duration and rise time~Turner et al., 1994!. Also, the fact
that cochlear implant patients show forward masking over a
similar time scale as normal-hearing listeners~Shannon,
1990! suggests that forward masking occurs at a higher stage
of processing than the inner hair cells. No physiological
studies using signal-detection methods have been carried out
at centers higher than the auditory nerve. Thus it is possible
that neural adaptation at higher levels of the auditory path-
ways mediates forward masking.

An alternative view of forward masking is that it is due
to a continuation, or persistence, of neural activity, after thea!Electronic mail: oxenham@mit.edu
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physical offset of the masker~Plomp, 1964; Penner, 1975;
Zwicker, 1984; Mooreet al., 1988; Oxenham and Moore,
1994!. The site of such masking is hypothesized to be higher
than the auditory nerve, but no specific mechanisms have
been proposed, other than that it could reflect stimulus inte-
gration in neurons with relatively long time constants.

Quantitative models of forward masking have generally
been in the persistence category, with the exception of the
model of Dauet al. ~1996a,b!, which uses feedback loops to
produce an effect similar to adaptation, although the output
of the model also shows persistence, due to a low-pass filter
with a cutoff frequency of 8 Hz. In the model of Mooreet al.
~1988!, after peripheral filtering, stimuli are squared~giving
a quantity proportional to intensity! and then passed through
a linear temporal integrator, which smooths the temporal rep-
resentation of the stimuli such that the response to the
masker overlaps with, and hence can mask, the response to
the signal. The disadvantage of using a linear temporal inte-
grator with a square-law nonlinearity, such as that proposed
by Moore et al. ~1988!, is that many nonlinear aspects of
forward masking, such as its growth with masker level, can
only be predicted by assuming that the integrator changes
shape with level~Plack and Moore, 1990!.

More recently, it has been suggested that the nonlinear
aspects of forward masking may be due to mechanical non-
linearities observed in the response of the basilar membrane
~BM! to sound, and that once those nonlinearities are taken
into account, forward masking can be treated as linear~Ox-
enham and Moore, 1995, 1997!. This account relies on the
finding that the response of the BM to tones at characteristic
frequency~CF! is linear at very low levels, but becomes
highly compressive at higher levels, with the transition oc-
curring at sound levels of somewhere between 20 and 50 dB
SPL ~Rhode, 1971; Sellicket al., 1982; Ruggeroet al.,
1997!. At very short masker-signal intervals, when the
masker and signal are in the same level region, growth of
masking should be nearly linear. As the delay between the
masker and signal is increased, the growth of masking
should become increasingly nonlinear as the masker level
falls into the compressive region of the BM response, while
the signal remains in the low-level, linear region. Further
data and model predictions by Plack and Oxenham~1998!
support the idea that the nonlinear growth of forward mask-
ing is due to BM nonlinearity rather than saturating neural
adaptation.

Based on studies to date, a model with a BM-like com-
pressive nonlinearity, followed by a linear sliding temporal
integrator, or temporal window, provides a quantitative
framework for describing the nonlinear growth of masking
for different masker-signal delays~Plack and Oxenham,
1998!; the effect of masker duration~Oxenham and Moore,
1994!; and the effect of cochlear hearing impairment~Oxen-
ham and Moore, 1997! in forward masking. However, as
noted by Plack and Oxenham~1998!, the fact that BM non-
linearity can account for many of the nonlinearities observed
in forward masking does not rule out the possibility that
forward masking is due to neural adaptation following BM
nonlinearity. It could be, for instance, that the responsible
adaptation behaves in a quasi-linear way, such that the

amount of adaptation is approximately proportional to the
excitation produced by the masker.

The aim of this study was to distinguish between two
possible mechanisms, adaptation and temporal integration,
which have both been hypothesized to underlie forward
masking. In this attempt it is assumed that the integration
mechanism is linear and time-invariant, as assumed in most
models ~Moore et al., 1988; Oxenham and Moore, 1994!.
Adaptation, on the other hand, is by definition time-variant;
that is, the response to a given stimulus depends on any
previous stimulation.

In an adaptation-based explanation, it seems likely that
the portion of the signal furthest from the masker is most
important in determining threshold, and that portions of the
signal closer in time to the masker should contribute less to
detection. This is because the response to portions closer to
the masker will be more adapted, and hence less detectable,
than later portions of the signal. It follows, therefore, that
thresholds in forward masking should be less dependent on
signal duration than in simultaneous masking or in quiet, as
long as the time interval between the forward masker offset
and signal offset is kept constant.

The temporal window is hypothesized to be a peaked
function with a shorter time constant for times after the peak
than before, in order to account for the fact that backward
masking decays much more rapidly than does forward mask-
ing. Because of this, the greatest signal output from the win-
dow is achieved when the peak of the window is near the
offset of the signal. It is generally assumed that threshold is
determined by the point in time at which the signal-to-
masker ratio at the output of the temporal window is greatest,
and that threshold corresponds to a fixed signal-to-masker
ratio. Because an increase in signal duration results in a
greater signal area under the temporal window at this point
in time, the model predicts that signal thresholds will de-
crease as signal duration is increased, at least up to durations
of 20 ms or so~Oxenhamet al., 1997!. This is true whether
or not a forward masker is present; because the window is
linear, the presence of the masker has no effect on the re-
sponse to the signal. Thus the temporal-window model pre-
dicts at least as much temporal integration in forward mask-
ing as in quiet, or in simultaneous masking. The prediction
that adaptation should lead to less dependence on signal du-
ration in forward masking, while an integration-based ac-
count should lead to at least as much integration as is ob-
served in quiet, forms the basis of this study.

Zwislocki et al. ~1959! found no effect of signal dura-
tion if the interval between masker and signal offsets was
held constant, thus supporting the adaptation hypothesis.
However, they used smoothly gated 1-kHz tones for both
masker and signal. It is possible that the signal was perceived
simply as a continuation of the masker at short gaps between
the masker offset and the signal onset, thus confounding the
effect of signal duration~Neff, 1986!. This view is supported
by another experiment in that study. Initially, Zwislocki
et al. ~1959! found a nonmonotonic relationship between sig-
nal threshold andmaskerduration. The relationship reverted
to being monotonic when the masker was gated abruptly,
providing a salient cue for the masker offset. Unfortunately,
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the experiment varyingsignalduration was not repeated with
an abruptly gated masker. Elliott~1962! used a broadband
noise forward masker and compared thresholds for 5- and
10-ms sinusoidal signals~gated with 1-ms ramps! at 2 kHz.
She concluded that her results were consistent with Zwis-
locki et al.’s hypothesis that thresholds did not depend on
signal duration. However, as only two short signal durations
were tested, it is difficult to draw strong conclusions from
her results.

More recent studies have suggested that signal duration
may affect thresholds in forward masking, even when the
offset–offset interval is held constant. Thornton~1972!, us-
ing a 1170-Hz forward masker and a 1753-Hz signal, found
that signal thresholds decreased with increasing duration for
durations between 10 and 20 ms in roughly the same way as
they did in quiet. However, the effect is small~less than 5
dB! and in the only figure of untransformed data~his Fig. 3!,
there appears to be a nonmonotonic relationship, with thresh-
olds increasingagain as the signal duration is increased from
30 to 250 ms. Fastl, using himself as the only observer, mea-
sured integration for a signal with a fixed offset–offset inter-
val of 20 ms for a broadband masker~Fastl, 1976a!, 10 ms
for a critical-band masker~Fastl, 1976b!, and 10 ms for a
pure-tone masker~Fastl, 1979!. In all these studies~Fig. 7 in
all three papers!, Fastl found a decrease in threshold with
increasing signal duration, except in the case of the 4-kHz
pure-tone masker when the signal was at the same frequency
as the masker, which he also ascribed to a ‘‘confusion’’ ef-
fect. For the two noise maskers, the decrease in thresholds
with increasing duration was similar to that observed in
quiet. Finally, Gralla~1992! performed a similar study also
using a 4-kHz signal and offset–offset times ranging from
1.5 to 100 ms. In broad agreement with Fastl’s data, he
found that thresholds with a broadband forward masker de-
creased with increasing signal duration for the first 10 ms,
and then remained constant. Results with a tonal and critical-
band masker showed nearly no effect, perhaps also due to
confusion.

In summary, there seems to be disagreement in the lit-
erature regarding the effects of signal duration in forward
masking, which makes it difficult to support either adaptation
or integration theories. Also, none of the studies discussed
above used a forced-choice measurement procedure, using
instead variations of a Bekesy tracking method. The purpose
of the present experiment was to study the effects of signal
duration in forward masking using an adaptative forced-
choice procedure with the aim of helping to distinguish be-
tween a theory of adaptation or a theory of linear temporal
integration to account for forward masking.

II. TEMPORAL INTEGRATION IN FORWARD
MASKING

A. Stimuli

A broadband Gaussian noise~0–7000 Hz! with a half-
amplitude duration of 200 ms, gated with 2-ms raised-cosine
ramps, and a spectrum level of 40 dB~re: 20 mPa! was used
as a forward masker. The signal was a 4-kHz sinusoid, gated
with 2-ms ramps. A broadband noise was used to avoid pos-

sible confusion effects. A relatively high signal frequency
was chosen to allow the use of very brief signals~4-ms total
duration! without the signal bandwidth exceeding the esti-
mated bandwidth of the auditory filter at 4 kHz~Glasberg
and Moore, 1990!. Also, at such high frequencies, it is un-
likely that peripheral interaction due to filter ringing limits
performance. The masker-signal offset–offset interval was
set to 4, 6, 9, 12, 22, 52, or 102 ms. At each of these inter-
vals, thresholds were measured for the same range of signal
durations, provided the masker and signal did not overlap in
time. For example, for an offset–offset interval of 22 ms,
thresholds were measured for total signal durations of 4, 6, 9,
12, and 22 ms; for an offset–offset interval of 4 ms, thresh-
olds were only measured for a signal duration of 4 ms. When
discussing the data, the signals are referred to by their
half-amplitude durations, which were 2, 4, 7, 10, 20, 50, and
100 ms.

The masking noise was created at the beginning of each
run by generating a 2-s circular buffer of Gaussian noise,
performing a discrete Fourier transform, setting the compo-
nents above 7 kHz to 0, and applying an inverse Fourier
transform. A random starting point within the resulting noise
buffer was selected for each presentation. Stimuli were gen-
erated digitally at a sampling rate of 32 kHz and were played
out via the built-in 16-bit DAC and reconstruction filter of a
Silicon Graphics workstation. Stimuli were then passed
through a programmable attenuator~TDT PA4! and a head-
phone buffer~TDT HB6! before being presented to the left
earpiece of a Beyer DT 990 headset.

B. Procedure

Thresholds were measured using a three-interval forced-
choice method with a two-down one-up adaptive procedure
that tracks the 70.7%-correct point of the psychometric func-
tion. Each interval contained the noise masker, and one in-
terval, chosen at random, also contained the signal. The in-
terstimulus interval, measured from the offset of one masker
to the onset of the next, was 500 ms. Listeners were required
to select the interval containing the signal. The signal level
was initially adjusted in steps of 8 dB. After every two re-
versals, the step size was halved until the minimum step size
of 2 dB was reached. The run was terminated after another
eight reversals. Threshold was defined as the median level at
the last eight reversals. For every listener, four such esti-
mates were made for each condition, and the mean and stan-
dard deviation of the four estimates were recorded. Listeners
were given at least two hours practice before data were re-
corded. Responses were made via a computer keyboard, and
feedback was provided via a computer monitor, which was
placed outside the listening booth and was visible through a
booth window. Listeners were tested in a single-walled
sound-attenuating booth, which was situated in a sound-
attenuating room.

C. Subjects

Four normal-hearing listeners participated as subjects.
S1 was the author, S2 and S3 were female and male univer-

734 734J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Andrew J. Oxenham: Forward masking: Adaptation or integration?



sity students, and S4 was a female university employee. S2
through S4 were paid for their participation. All had thresh-
olds at octave frequencies between 250 and 8000 Hz of 15
dB HL or less. The ages of the listeners were 27, 19, 20, and
55 years for S1–S4, respectively.

D. Results

All four listeners showed a very similar pattern of re-
sults, and so only the mean data are shown in Fig. 1. Thresh-
olds are plotted as a function of signal duration, with the
masker-signal offset–offset interval as the parameter. Stan-
dard deviations across the four repetitions for each listener
were generally less than 2.5, and always less than 5 dB. The
error bars in Fig. 1 denote61 standard error of the mean
across the four listeners. All listeners showed considerable
temporal integration for short offset–offset intervals. For in-
stance, at an offset of 9 ms~downward-pointing triangles!
mean thresholds decreased by nearly 14 dB as the signal
duration increased from 2 to 7 ms. This is agreaterchange
than would be expected for thresholds in quiet or in simul-
taneous masking, where a decrease of between 2.5 and 3 dB
per doubling of duration is expected~e.g., Florentineet al.,
1988!. At larger offset–offset intervals, the amount of tem-
poral integration is less. Even so, for an offset–offset interval
of 102 ms, the 11-dB decrease in mean thresholds as the
signal duration is increased from 2 to 20 ms at least matches
that normally found in quiet and in simultaneous masking.
Little or no temporal integration was observed for signal
durations greater than 20 ms.

Figure 2 depicts the mean data in a more conventional
way, with thresholds plotted as a function of offset–offset
interval, and signal duration as the parameter. The decay of
forward masking is very similar to that observed in previous
studies. However, in contrast to the studies of Zwislocki
et al. ~1959! and Elliott ~1962!, the data show a clear effect
of signal duration for durations of 20 ms and less. The next

section examines how well the results are quantitatively de-
scribed by models of both adaptation and integration, with
and without peripheral nonlinearity.

III. MODEL PREDICTIONS

A. Temporal-window model

The mean data from the experiment were fitted using the
temporal-window model, as described in previous papers
~Oxenham and Moore, 1994; Plack and Oxenham, 1998!.
Stimuli, including the noise maskers, were represented by
envelopes which were flat during the steady-state periods, as
it is assumed that the random fluctuations in the broadband
noise do not play a decisive role in determining thresholds.
The level of the noise was set at the expected level passing
through an auditory filter centered at 4 kHz with an equiva-
lent rectangular bandwidth~ERB! of 456 Hz, as derived by
Glasberg and Moore~1990!. The amplitude envelopes of the
stimuli were then passed through a nonlinearity, designed to
simulate the effect of BM compression. The compressive
nonlinearity is described by the equations:

Lout50.78L in , L in,35 dB SPL,

Lout50.16L in121.7, L in>35 dB SPL.
~1!

The slopes were determined by the psychophysical estimate
of BM nonlinearity found by Oxenham and Plack~1997!.
The breakpoint of 35 dB is somewhat lower than that found
in their study, but is the same as that used by Plack and
Oxenham~1998!. This breakpoint is also well within the
range of physiological estimates, which range from 20 to 55
dB SPL~Murugasu and Russell, 1995; Ruggeroet al., 1997!.
The output of this stage is expressed in units of intensity
~i.e., the values are squared!. This is consistent both with
psychophysical~Oxenham and Moore, 1995; van de Par and
Kohlrausch, 1998! and physiological~Yates et al., 1990!
data.

FIG. 1. Mean thresholds for a 4-kHz signal after a 40-dB spectrum level~re:
20 mPa! broadband forward masker, as a function of signal duration. The
parameter is the time interval between the masker offset and the signal
offset. These offset–offset intervals were~from top to bottom on the graph!:
4, 6, 9, 12, 22, 52, and 102 ms. Error bars represent61 standard error of the
mean across the four listeners.

FIG. 2. Mean signal thresholds in forward masking, replotted from Fig. 1, as
a function of masker-signal interval~measured from the masker offset to the
signal offset!. The parameter is signal duration. Durations were~from top to
bottom on the graph!: 2, 4, 7, 10, 20, 50, and 100 ms.
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The stimuli were then passed through a sliding temporal
integrator, or temporal window. The window comprises three
exponential functions, one to describe backward masking
~making it largely irrelevant for the present study!, and two
to describe the initial and later portions of forward masking.
The window is described by the following equations:

W~ t !5~12w!exp~ t/Tb1!1w exp~ t/Tb2!, t,0,
~2!

W~ t !5exp~2t/Ta!, t>0,

wheret is time relative to the peak of the window,Tb1 and
Tb2 are the time constants describing the decay of forward
masking,w is the weighting factor determining the relative
contributions of these two time constants, andTa is the time
constant describing the decay of backward masking. The pa-
rameters of the window were set in advance to those derived
for subject AO in the study by Oxenham and Moore~1994!,
and are given in the first line of Table I.1 The decision device
was based on the ratio of the output due to the masker and
signal, and output due to the masker alone. The point in time
at which this value is greatest is assumed to be the time at
which the decision is made. The signal-to-masker ratio pro-
vided the only free parameter, and was assumed to remain
constant for all conditions. A constant ‘‘internal noise’’ was
added to simulate threshold in quiet~see Oxenham and
Moore, 1994, for details!. This was set so as to correctly

predict the mean threshold in quiet~20.9 dB SPL! for the
2-ms ~half-amplitude duration! tone for listeners S1–S3.
~This threshold was not measured in S4.!

Results from these simulations are shown in the right
panel of Fig. 3. The left panel replots the mean data from
Fig. 1 for comparison. The overall fit is not good, with the
sum of squared errors for the 29 data points of 476, giving an
rms error of 4.05 dB. This is caused primarily by very poor
predictions of one or two data points, such as the threshold
for the 4-ms offset–offset interval. The poor fit is perhaps
not surprising, given that the window was derived using a
simple power-law nonlinearity~Oxenham and Moore, 1994!,
rather than the more complex nonlinearity used here. It is
known that changes in the input nonlinearity change the ef-
fective window shape~Penner, 1978; Oxenhamet al., 1997!,
meaning that the old window was probably not appropriate
for the current nonlinearity. Nevertheless, the model man-
ages to capture the main trends of the data rather well. In
particular, the model shows an increase in the slope of inte-
gration at shorter offset–offset intervals, as in the data. This
increased integration at short offset–offset intervals in the
model predictions can be explained as follows. At the longer
intervals, the overall signal level is low, falling into the more
linear region of the BM input–output function. At shorter
intervals, the overall signal level is above 40 dB SPL and
would therefore be expected to fall within the more compres-
sive region of the BM input–output function~Oxenham and
Plack, 1997!. As greater compression leads to a steeper inte-
gration slope~Penner, 1978; Oxenhamet al., 1997!, greater
integration for the higher signal levels is expected.

The lack of temporal integration for signal durations
greater than 20 ms is also reflected in the predictions of the
temporal-window model. Oxenhamet al. ~1997! proposed
that integration for signal durations up to between 10 and 20
ms may be governed by a short-term temporal integrator. For
durations longer than that, temporal integration in quiet and
in simultaneous masking may be due to a multiple-looks
mechanism, whereby information from discrete samples is
combined over time~Viemeister and Wakefield, 1991!. Such
multiple looks would not provide much advantage in a
forward-masking situation, as the ‘‘looks’’ closer to the
masker would be less detectable and would hence provide

TABLE I. Parameter values for the temporal-window model. Values from
the three different fits are given, along with the sum of squared errors~SSQ!.
The total number of data points fitted was 29. Fit 1 was the original fit using
the nonlinearity described by Eq.~1! and the window parameters from sub-
ject AO in Oxenham and Moore~1994!. Fit 2 used the same nonlinearity as
Fit 1, but allowed the window parameters to vary so as to provide the best fit
~lowest sum of squared errors, SSQ!. Fit 3 used a less compressive nonlin-
earity, with a slope of unity~in dB/dB coordinates! below 35 dB SPL and a
slope of 0.25 above. The decision ratio was always allowed to vary to best
fit the data.

Parameters

Tb1 ~ms! Tb2 ~ms! w Ta ~ms!
Decision

ratio SSQ

Fit 1 4.0 29.0 0.0251 3.5 2.75 475.8
Fit 2 3.1 21.0 0.206 3.5 1.62 113.0
Fit 3 4.6 16.6 0.170 3.5 1.67 50.7

FIG. 3. Predictions of the temporal-
window model~right panel! compared
with the mean data~left panel!.
Thresholds are plotted as a function of
signal duration, as in Fig. 1.
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less information than looks further from the masker. Thus,
temporal integration beyond 10 or 20 ms would not be ex-
pected.

The fact that the model captures the main trends of the
data is encouraging, especially as all parameters except the
signal-to-masker ratio were fixed in advance. However, as
mentioned above, the overall fit is rather poor. This could be
due to a nonoptimal choice of model parameters, or simply
because it is not possible to accurately predict both the decay
of forward masking and signal integration in forward mask-
ing using a simple integrator model. This is an important
question: If the latter explanation is correct, it suggests that
additional mechanisms, such as adaptation, may be required
to provide a full account of forward masking.

To answer this question, the model was used to fit the
data again, but this time certain parameters were either opti-
mized using a minimization routine, or were fixed to differ-
ent values. First, the nonlinearity remained the same@see Eq.
~1!#, but the three window parameters defining forward
masking,Tb1 , Tb2 , and w, were allowed to vary so as to
produce the best fit to the data~defined using a least-squares
criterion!. The best-fitting values, given in the second line of
Table I, produced a considerably improved fit, with a total
sum of squares of only 113, as opposed to 476.

Next, the nonlinearity was changed. Instead of using
slopes of 0.78 and 0.16 for lower and higher signal levels,
respectively, the values were changed to 1.0 and 0.25. These
values are consistent with some previous studies~Oxenham
and Moore, 1994; Oxenhamet al., 1997! and imply linear
growth at low levels and compressive growth with a com-
pression ratio of 4:1~as opposed to 6:1! at levels above 35
dB SPL. Thus these values imply less compression overall,
but are still within reasonable limits of what is known physi-
ologically about BM nonlinearity. Again, the three window
parameters were allowed to vary, and the resulting values are
given in the third line of Table I. With these parameters, the
overall fit was excellent, with a total sum of squares of only
50.7. These predictions are shown as curves along with the
mean data in Fig. 4.

The additional modeling shows that it is possible to ac-
count accurately for both the decay of forward masking and
temporal integration in forward masking using a simple lin-
ear integrator. As there is considerable interaction between
the model parameters, it is not trivial to attach a meaning to
the window changes necessary to provide a good fit to the
data. It seems, however, that the data are best described by a
somewhat less compressive nonlinearity than has been used
in some previous studies.

It should be noted that the compressive nonlinearity
within the model is essential in producing good fits to the
data. This is demonstrated by the poor performance of a
linear version of the model which integrates intensity, as
described by Mooreet al. ~1988! and Plack and Moore
~1990!. With four free parameters~as with the nonlinear
model!, the best fit produced a sum of squared errors of
285—considerably worse than the nonlinear model. As ex-
pected from a linear model, the predicted amount of tempo-
ral integration was the same for all masker-signal offset in-
tervals and for the signal in quiet. This is in contrast to the

data, where more integration was observed at shorter
masker-signal offset intervals. Also, the window shape nec-
essary to predict a sufficiently rapid decay of forward mask-
ing was too narrow to predict the observed amount of tem-
poral integration in any condition. For instance, the linear
model predicted a decrease in threshold of 5.2 dB as the
signal duration increased from 2 to 10 ms, while for the same
increase in duration, the mean data show a decrease of 13.3
dB in the 12-ms offset–offset condition and 8.6 dB in the
102-ms condition. The present data therefore provide further
evidence for the importance of including peripheral nonlin-
earity in models of temporal processing.

In summary, the results appear to be quantitatively con-
sistent with the idea that forward masking is mediated by
BM nonlinearity followed by linear temporal integration.
However, as with all previous modeling studies~e.g., Plack
and Oxenham, 1998!, the success of the temporal-window
approach does not rule out the possibility that an adaptation
mechanism could account for the data equally well. The fol-
lowing section introduces a functional model of adaptation,
to provide a quantitative comparison with the temporal-
window model.

B. Adaptation model

In modeling adaptation, it is assumed that a signal is
masked because the response of the auditory system to the
signal is reduced to a level at or below threshold in quiet.
Thus adaptation due to a forward masker is modeled as a
gain function, which is lowest at the masker offset and in-
creases as the time from the masker offset increases, such
that the gain is unity~0 dB! at times of about 200 ms or
greater. It is further assumed that the auditory system can
integrate over the duration of the signal, with a rectangular
window, and that the threshold for a given signal is deter-
mined by the integral of the signal intensity, modified by the
continuously varying gain function. In this way, when no
masker is present, the gain is always 0 dB and the model acts

FIG. 4. Predictions of the modified temporal-window model~solid curves,
and cross for the 4-ms offset condition! compared with the mean data~sym-
bols!. See text for model details. Thresholds are plotted as a function of
signal duration, as in Fig. 1.
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as an energy detector at low levels, predicting thresholds in
quiet as a function of duration reasonably well. Note that this
model is in fact also a model of temporal integration. What
distinguishes the two models is whether the masker is partly
integrated with the signal~as in the temporal-window model!
to produce masking, or whether~as in the adaptation model!
it is assumed that the integration window can be optimally
shaped and positioned by the auditory system so that no
masker energy is integrated with the signal.

In this model, the stimuli were first passed through the
same static nonlinearity that was used with the final, most
successful, temporal-window model: for levels at and below
35 dB SPL the stimuli were passed linearly; for levels above
35 dB SPL the stimuli were compressed using a power-law
nonlinearity with a slope of 0.25 in dB coordinates~i.e., 4:1
compression!. As in the temporal-window model, the output
of the nonlinearity was squared to provide units of intensity.
Following this, the stimuli were multiplied by the gain func-
tion over the duration of the signal, to produce an ‘‘adapted’’
representation of the signal. At threshold, the integral of this
adapted representation should be constant for all combina-
tions of signal duration and masker-signal interval.

A number of mathematical functions were tried in at-
tempting to describe the adaptation gain function. The most
successful of these was a third-order polynomial. The values
of the polynomial’s four coefficients were fitted using a mul-
tidimensional minimization routine, incorporating all the
mean data from the experiment. The best-fitting equation is
given below, whereG(t) is the gain at timet in ms following
masker offset:

G~ t !52.8331028t312.2931025t2

11.9631025t12.531023. ~3!

The threshold output was set by integrating the 2-ms signal
at a level corresponding to threshold in quiet~20.9 dB SPL!.
Using this function, which is plotted in Fig. 5, the fit to the
data was very good. The sum of squared errors was 68.7,
which is comparable to the error of 50.7 from the best-fitting
temporal window using the same number of free parameters.
The pattern of predictions was also very similar to the data,

predicting increasing amounts of integration at higher signal
levels.

As with the temporal-window model, a linear version of
the adaptation model, using a gain function derived from
Plomp’s ~1964! exponential equation, was not successful in
predicting the data, producing an overall sum of squared er-
rors of 534.4. As with the linear temporal-window model,
insufficient temporal integration was observed. However,
whereas the linear temporal-window model predicted equal
integration at all masker-signal offsets, the linear adaptation
model predicted more integration at longer offset–offset in-
tervals than at shorter intervals. This is contrary to the data,
but is expected because the adaptation gain function be-
comes shallower~and so has less influence! at longer inter-
vals when plotted as a function of linear time; at shorter
offset intervals, the gain function changes more rapidly,
leading to less integration being predicted.

In summary, an adaptation model was almost as success-
ful at predicting the data as the temporal-window model. For
both categories of model, the initial nonlinearity was crucial
in producing good predictions. Thus, taken on their own, the
data from the present study do not distinguish between inte-
gration and adaptation as mechanisms underlying forward
masking.

C. Accounting for temporal integration in
simultaneous masking with the temporal-window
model and the adaptation model

The previous two sections showed that both integration
and adaptation models could account reasonably well for the
data from the present study, given sufficient free parameters.
At this point it is worth considering whether the two mecha-
nisms could ever be distinguished, or whether they are in
some way mathematically equivalent. In the adaptation
model, a rectangular integration window was used. At levels
above 35 dB SPL, the 4:1 compression of the nonlinearity
would result in an integration slope four times steeper than at
low levels for a long integration window~Penner, 1978!,
which is much more than actually measured. This ‘‘over-
integration’’ is offset by the effects of adaptation, which at-
tenuate early portions of the signal in much the same way
that a temporal window would. In this way, the effect of
adaptation in forward masking can be thought of as a tem-
poral weighting function and a trade can be established be-
tween the recovery from adaptation~zero in the case of the
temporal-window model! and the attenuation due to the tem-
poral weighting function~zero in the case of the rectangular-
window adaptation model!.

This apparent equivalence of adaptation and integration
only holds in the presence of a forward masker. In the ab-
sence of recovery from adaptation, the two models become
different, with the temporal-window model retaining the
same weighting function and the adaptation model changing
its effective weighting function~to become rectangular in the
present model!. To illustrate this point, data were taken from
a study of temporal integration in simultaneous masking
~Oxenhamet al., 1997!. The signal was a 6-kHz sinusoid,
gated with 1-ms ramps and the masker was a broadband
Gaussian noise at a spectrum level of 20 dB~re: 20 mPa!.

FIG. 5. Third-order polynomial function from Eq.~3!, plotted as
10 log@G(t)#, which was used to determine the instantaneous gain in the
adaptation model.
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This masker level was chosen here as the threshold levels
most closely match the levels found for short masker-signal
offset intervals in the present study. Data, representing the
mean of four normal-hearing listeners, are shown in Fig. 6
for signal durations from 2 to 20 ms; see Oxenhamet al.
~1997! for further details. Both the temporal-window and the
adaptation models were used to simulate the data. For the
adaptation model, it was assumed that recovery from adap-
tation plays no role in simultaneous masking, and so only the
rectangular weighting function~20-ms duration! was used.
The window shapes and the nonlinearity were kept as they
were for the forward-masking data—the only free parameter
was the threshold signal-to-masker ratio. The predictions of
the temporal-window model and the adaptation model are
shown as a solid curve and dashed curve, respectively.

It can be seen that the temporal-window model provides
a better description of the simultaneous-masking data than
does the adaptation model, which predicts too much integra-
tion. The difference in thresholds between the 2-ms and
20-ms signal is 14.8 dB, compared with 14.4 dB predicted by
the temporal-window model and 20.4 dB predicted by the
adaptation model. Thus the adaptation model overestimates
the amount of temporal integration between 2 and 20 ms by
almost 6 dB. This suggests that, while both models can pro-
vide a reasonable account of signal integration in forward
masking, the temporal-window model produces predictions
that are more consistent with both simultaneous and forward
masking. In other words, the assumption of time invariance,
inherent in the temporal-window approach, seems to be jus-
tified.

The support for the temporal-window approach relies on
the assumption that the integration window shape remains
the same for both simultaneous and nonsimultaneous mask-
ing. If one is prepared to allow the window shape to vary
between these two conditions, then the adaptation model
could be altered to bring it into line with the simultaneous-
masking data also. At present it appears more parsimonious
to assume that the window shape remains constant.

D. Why ignore adaptation?

The emphasis so far has been on distinguishing between
integration ~or persistence! and adaptation on an either/or
basis. Clearly, it is not currently possible to rule out some
complex interaction between both mechanisms. Also, given
that adaptation is clearly observable at the level of the audi-
tory nerve, it may seem perverse to ignore it completely. On
the other hand, it may be that adaptation acts somewhat like
an automatic gain control, which equally affects the response
to stimuli and the spontaneous rate, or noise floor. If this is
so, the net effect of adaptation on forward masking may
approach zero. Some support for this view can be found in
the work of Relkin and Turner~1988!. They argued that,
because spontaneous neural firing, as well as the response to
the signal, is reduced by a forward masker, the physiological
measure of forward masking should not simply be the reduc-
tion in the response to the signal, but rather the discrim-
inability of the response to the signal from the response to no
signal. When they did this, they found many auditory nerve
fibers that exhibited little or no forward masking. These ar-
guments and findings can be interpreted as support for an
approach that ignores the effects of neural adaptation in the
periphery.

E. Limitations of the models

While the temporal-window model has proved useful,
especially in its ability to elucidate the role of peripheral
compression, there are many aspects of it which are unsatis-
factory. For instance, the decision device uses only one in-
stant in time, rather than combining information over time
~Oxenham and Moore, 1994!; it ignores statistical fluctua-
tions, taking into account only average power; and it cannot
make use of any fine-structure cues. The window itself pro-
vides a reasonable description of forward masking, decre-
ment detection~Oxenham and Moore, 1994!, and short-term
signal integration~Oxenhamet al., 1997!, but it is not ca-
pable of describing modulation detection~Dau et al., 1997!
or of capturing the asymmetry between increment and dec-
rement detection~Oxenham, 1997!. Perhaps it could be
viewed as the low-pass filter in a bank of modulation filters
~Dau et al., 1997!.

Unlike the model proposed by Dauet al. ~1996a,1997!,
no set of parameters have so far been proposed which can
provide a reasonable fit to a wide variety of data. Indeed, the
oftenad hocalteration of window shape for specific data sets
~Alcántaraet al., 1996; Carlyon and Datta, 1997!, including
the ones presented here, suggests that no such set may be
possible. Nevertheless, the simplicity of the model, in terms
of both its assumptions and implementation, make it a useful
tool for testing other hypotheses, such as the one addressed
in the present study. While the data presented here and else-
where support the idea of linear temporal integration follow-
ing peripheral nonlinearity, many other peripheral and cen-
tral factors, which are not currently captured by the
temporal-window model, may also play a role.

Another inconsistency between the temporal-window
model predictions and the data is that the model does not
predict elevated signal thresholds at the onset of a long

FIG. 6. Signal integration in the presence of a simultaneous masker, taken
from Oxenhamet al. ~1997! ~circles! together with the predictions from the
temporal-window model~solid curves! and the adaptation model~dashed
curves!.
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masker, relative to thresholds in the temporal center. This
effect is known as overshoot~Zwicker, 1965!. Interestingly,
the effect requires a relatively wide-band or off-frequency
masker with a narrow-band, high-frequency signal. This sug-
gests that the effect will never be captured satisfactorily with
a single-channel model, at least with a linear filter. In con-
trast, the temporal-window model predicts ‘‘undershoot,’’
i.e., that thresholds at the onset of a masker will be some-
what lower than thresholds in the temporal center. It is pos-
sible that the mechanism responsible for overshoot produces
an effect that is sufficiently large to counteract the under-
shoot that would otherwise be observed. However, providing
a quantitative account of overshoot will be challenging, as
individual differences can be very large~Bacon and Liu,
2000!.

The adaptation model presented here is simply anad hoc
construction designed to test the feasibility of an adaptation
mechanism in principle. It is therefore unlikely that it would
be useful in its current form as a more general model of
auditory processing.

Alterations in either model may change the predictions
in many ways. The apparently poorer fits of the adaptation
model to the simultaneous-masking data might change if dif-
ferent assumptions about the influence of, for instance, noise
variability were made. While the present results lean in favor
of the temporal-window model, further work will be neces-
sary to provide a definitive answer to the question of whether
integration or adaptation is more responsible for forward
masking.

IV. SUMMARY

Temporal integration in forward masking was studied as
a way to try to distinguish between explanations of forward
masking in terms of adaptation and integration. Signal
thresholds in the presence of a broadband forward masker
were measured as a function of signal duration, with the time
interval between the masker offset and the signal offset
~offset–offset interval! held constant at a value between 4
and 102 ms.

The experiment showed that substantial temporal inte-
gration was observed for signal durations between 2 and 20
ms. The amount of temporal integration varied with offset–
offset interval: at the shorter offset–offset intervals, the
amount of temporal integration exceeded that normally
found in quiet, while at longer offset–offset intervals, where
the signal level fell below about 40 dB SPL, the amount of
integration matched that found in quiet. No further improve-
ments in threshold were found for signal durations longer
than 20 ms.

The data were used to test models of temporal integra-
tion and adaptation. For both models, the inclusion of periph-
eral nonlinearity, resembling the input–output function of
the basilar membrane, was essential in predicting the data.
Using such a nonlinearity, both models provided similarly
good fits to the data. However, the temporal-integration
model provided a better fit to data from simultaneous mask-
ing with the same parameters. If a constant window shape is
assumed for both forward and simultaneous masking, the
results favor the view that forward masking is better de-

scribed as a persistence in neural activity than as neural ad-
aptation. However, the weight of evidence is at present still
not overwhelming.
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I. INTRODUCTION

In the adult male voice, the highest fundamental fre-
quencies of the speaking or singing voice are usually pro-
duced in falsetto register. Loud, high-pitched phonation in
falsetto register can be thought of as one extreme of the
range of capabilities of the vocal mechanism. Physiologi-
cally, however, falsetto phonation can be produced through-
out the upper third to two-thirds of the fundamental fre-
quency range at various degrees of vocal intensity. For most
voices, there is also some degree of overlap in fundamental
frequencies that can be produced in either chest or falsetto
register ~Colton and Hollien, 1972; Hollien, 1974, 1977;
Titze, 1988, 1994; Welchet al., 1988!. Although falsetto
phonation is an intrinsic part of human vocal production, and
its use as a phonatory setting in speech~Laver, 1980! and
numerous styles of singing recognized~Malm, 1967; Giles,
1982!, there are few studies examining systematic changes in
three-dimensional vocal tract morphology and corresponding
changes in vocal tract resonances in falsetto versus chest
~modal! register phonation. Detailed measurements of 3-D
vocal tract dimensions in falsetto and chest register phona-
tions would ~1! facilitate more natural computer synthesis/
simulation of phonation in falsetto mode,~2! provide insights
into the nature of articulatory changes in vocal tract shape as
a function of register, pitch and loudness, and~3! allow for
the derivation of corresponding formant structure. Formant
and vocal tract shape information for falsetto phonations in a
singing voice at various pitch/loudness conditions versus
normal speech phonation in chest register would also allow

one to examine vocal tract changes for the presence of ar-
ticulatory manipulations to increase either vocal intensity
~e.g., use of a singer’s formant! or consistency in vocal tim-
bre ~vowel modification!.

Three-dimensional imaging and measurement tech-
niques have been used to characterize the vocal tract con-
figurations of numerous phonetic structures and to calculate
relevant formant information. Magnetic resonance imaging
~MRI! has been used to acquire 3-D images of vocal tract
shapes for vowels and continuants~Baeret al., 1991; Moore,
1992; Sulteret al., 1992!, sustained dark and light allo-
phones of /l/~Narayananet al., 1997!, and rhotics~Alwan
et al., 1997!, as well as a larger inventory of speaker-specific
vowels and consonants~Story et al., 1996!. High-resolution
3-D images of differences in vocal tract shape as a function
of register, fundamental frequency, and vocal intensity have
not been available.

Most acoustically based studies of formant structure in
adult speech production have excluded high-pitched phona-
tion ~Hillenbrand et al., 1995; Huberet al., 1999; Lienard
and Di Benedetto, 1999; Peterson and Barney, 1952!. This is
due, at least in part, to practical and theoretical limitations of
currently available acoustic analysis techniques. Because
spectral harmonics are so widely spaced in phonations with
high fundamental frequencies, accurate estimates of formant
frequencies and bandwidths in high-pitched falsetto phona-
tions are difficult, if not impossible, to obtain using standard
acoustic techniques, e.g., linear predictive coding~LPC!
analysis~Markel and Gray, 1976!.

The objectives of the current study were threefold:~1! to
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acquire high-resolution three-dimensional images of the vo-
cal tract during phonation at various pitch and loudness con-
ditions in falsetto and chest register for a single subject, a
trained singer,~2! to obtain the corresponding vocal tract
length and cross-sectional area functions, and~3! to specify
formant frequencies and bandwidths associated with each
phonatory condition. As an alternative to LPC techniques for
estimating formants, an analysis by synthesis approach was
used. Vocal tract area functions derived from high-resolution
3-D vocal tract image sets were used to calculate correspond-
ing formant data~Titze et al., 1994; Tom, 1996!.

Three-dimensional imaging of the vocal tract can be ac-
complished by obtaining a series of contiguous image slices
through the portion of the body encompassing the vocal
tract, segmenting the airway shape from its bordering tissues
and reconstructing it in three dimensions. Images can be ac-
quired with either x-ray computed tomography~x-ray CT! or
magnetic resonance imaging~MRI!. Each technique has its
advantages and disadvantages. In terms of reducing the risk
of any adverse side effects, MRI has the clear advantage. No
hazardous effects have been observed from short term expo-
sures to the magnetic fields currently used in MRI scanning
systems. For imaging airways, however, MRI techniques
have a number of disadvantages~Baer et al., 1991; Moore,
1992; Sulteret al., 1992!. Image resolution and accuracy are
limited. Air-to-tissue boundaries can be distorted due to MRI
artifacts, effectively blurring the edges of the vocal tract
slightly. Tissues that are low in hydrogen content, such as
bony structures and teeth, are captured poorly and appear to
be the same gray scale density as air. Using MRI technology
available at the time this study was performed, the scanner
activation time required to scan an entire vocal tract was
approximately 4 to 5 min~Story et al., 1996!, depending on
the desired resolution and scanning parameters being used.
The addition of pauses required for breathing when imaging
the vocal tract during actual phonation increased total image
acquisition time to 10 to 15 min per vocal tract shape. Under
such circumstances subject fatigue and movement artifact
become an important consideration. Because the present
study included phonations at high effort conditions that
could not be sustained over the total image acquisition time
required by MRI techniques, the use of MRI was not fea-
sible.

At the time these studies were performed, the scanner of
choice amongst the x-ray CT technologies was electron
beam computed tomography~EBCT! because of the high
speed of image acquisition~100 ms per slice!. For imaging
airways, electron beam computed tomography techniques
yield images of higher resolution than MRI images. The air–
tissue boundary is captured with greater accuracy and bony
structures and teeth are clearly imaged. Using EBCT scan-
ners, a high-resolution volumetric study encompassing the
entire vocal tract can be scanned relatively quickly~12 to
18 s!. This comparatively brief image acquisition time
greatly reduces the potential for subject fatigue and associ-
ated movement artifact, which can blur resultant images. The
chief disadvantage associated with EBCT is its use of ioniz-
ing radiation, which limits the number of scans considered
safe ~International Commission on Radiological Protection,

1977; National Council on Radiation Protection and Mea-
surements, 1987!.

II. IMAGE ACQUISITION AND ANALYSIS

A. Image acquisition protocol

Volumetric images of the vocal tract were scanned from
a single male subject for sustained phonation of the vowel /Ä/
under eight phonatory conditions, varying voice register,
pitch, and loudness levels. The conditions, summarized in
Table I, included three sung falsetto register pitch levels~low
pitch, 262 Hz; medium pitch, 349 Hz; high pitch, 466 Hz!
and chest register speech phonation at a self-selected com-
fortable pitch level. Each of these four pitch levels was
scanned at two intensity levels, moderately low intensity
~mezzo piano, mp! and very loud intensity~fortissimo, ff!.

For the purposes of this study, a trained singer who
could readily and consistently produce falsetto as well as
chest register phonations throughout his fundamental fre-
quency and intensity ranges was recruited. The subject for
this study was a 45-year-old adult male who has had exten-
sive singing training in the Western classical tradition, in-
cluding 12 years of vocal study as a baritone and 6 years of
study as a countertenor. An active performer, he has sung as
a countertenor for the past 11 years performing early music
using a falsetto-based singing technique to vocalize in the
alto range. The subject’s medical and recent health history
were unremarkable and there was no history of speech or
hearing disorders. The subject is a native speaker of General
North American English and his speaking fundamental fre-
quency was within normal limits. The subject’s fundamental
frequency range spanned from 69 Hz (C]2) to 392 Hz (G4)
in chest register and from 147 Hz (D3) to 587 Hz (D5) in
falsetto register.

For each phonatory condition to be scanned, the subject
was positioned comfortably in a supine position on the im-
aging table. His lower neck was supported and stabilized
with a rolled towel. Head positioning was aligned before
each set of scans such that the Frankfort plane was perpen-
dicular to the imaging table and the anatomic midline cen-
tered. Each phonatory condition required approximately 20 s
of actual scanner activation time. Total acquisition time de-
pended on how long the subject could repeatedly prolong the
target phoneme /Ä/ at a particular phonatory condition with-
out significant movement of vocal tract structures. The fol-
lowing system was devised to time scanning interruptions,
which allowed the subject to rest and breathe between vowel

TABLE I. Phonatory conditions for vocal tract imaging.

Vowel for all phonations5/Ä/
Pitch/Condition Register Pitch (F0) Loudness

B-flat4 ff Falsetto B-flat4 ~466 Hz! very loud ~ff !
B-flat4 mp Falsetto B-flat4 ~466 Hz! moderately soft~mp!
F4 ff Falsetto F4 ~349 Hz! very loud ~ff !
F4 mp Falsetto F4 ~349 Hz! moderately soft~mp!
C4 ff Falsetto C4 ~262 Hz! very loud ~ff !
C4 mp Falsetto C4 ~262 Hz! moderately soft~mp!
Speech loud Chest D3 ~147 Hz! very loud
Speech comfortable Chest B-flat2 ~117 Hz! comfortable loudness

743 743J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Tom et al.: 3-D vocal tract imaging



repetitions. Before each condition, the subject produced sev-
eral trial utterances to gauge how many seconds he could
produce steady, consistent phonations without introducing
noticeable movement artifact in the images. When this utter-
ance length was determined, the radiology technician timed
pauses such that he stopped before the end of a vowel reit-
eration and reinitiated imaging as soon as the subject began
the next reiteration, as monitored over the intercom. Includ-
ing these pauses, the total time required to image the vocal
tract for each condition ranged from approximately 60 to
90 s.

B. EBCT scanning parameters

The EBCT images were acquired with an Imatron C-150
scanner~Boyd and Lipton, 1983!. Each volume set consisted
of 60 contiguous, parallel, axial slices. Slice thickness was 3
mm. These scanned images encompassed the hard palate su-
periorly, the first tracheal ring inferiorly, the lips anteriorly,
the posterior pharyngeal wall posteriorly, and the buccal
walls to the left and right of vocal tract air space. Slice scan
aperture was 100 ms. The field of view~FOV! for each slice
was 21 cm and the image matrix was 5123512 pixels. The
resolution in the plane of imaging~axial! was 0.410 mm,
which is near the theoretical limit of the scanner’s resolution.

The accuracy of the image acquisition and analysis pro-
cedures using the Imatron C-150 scanner has been assessed
with a tubular phantom of known dimensions~Story, 1995!.
The phantom consisted of three connected sections of air-
filled tubing placed in a closed water-filled plastic enclosure.
Known and measured cross-sectional areas of the phantom
differed by 1.8% to 2.0%.

C. Image analysis

Image analysis was accomplished in three stages, i.e.,
image segmentation, 3-D airway reconstruction, and airway
measurement. These procedures were performed using
UNIX-based image display and measurement software called
VIDA™ ~volumetric image display and analysis!, which was
developed by Hoffman and colleagues~Hoffman et al.,
1992!. Further information regarding all VIDA modules can
be accessed athttp://everest.radiology.uiowa.edu. These im-
age analysis techniques, as applied to vocal tract airway
analysis, have been described in detail by Story~1995! and
Story et al. ~1996!.

The vocal tract was segmented, i.e., differentiated from
surrounding tissue, using a seeded region growing technique
whereby all airway voxels~3-D pixels! were assigned a
unique gray scale value~Hoffman et al., 1983; Udupa,
1991!. Reconstruction of the vocal tract in three dimensions
was accomplished using a process called shape-based inter-
polation ~Raya and Udupa, 1990; Udupa, 1991! on the seg-
mented image set, yielding a stack of slices with the same
voxel dimension~0.410 mm! along all three axes. The recon-
structed 3-D image data from the shape-based interpolated
vocal tract was the basis for subsequent cross-sectional area
measurements. The edges of the interpolated airway shape
were also used to perform 3-D surface renderings of the vo-
cal tract. Graphically represented as a 3-D object with the

use of shading, surface renderings can be displayed at any
number of angles or magnification levels. The display itself
cannot be measured directly, but allows the user to assess the
quality of the segmentation procedure and to observe 3-D
views of the vocal tract’s outer shape. To measure cross-
sectional areas from the shape-based interpolated data set, an
algorithm designed to study the upper airway~Hoffman and
Gefter, 1990; Hoffmanet al., 1992! was used. Tube length
~in this case, vocal tract length! was quantified using meth-
ods described by Storyet al. ~1996!. Formants were obtained
with a wave-reflection vocal tract model~Kelly and Loch-
baum, 1962; Liljencrants, 1985! using area functions from
the 3-D image data as input, and calculating its response to
an impulse excitation.

III. RESULTS AND DISCUSSION

A. Quantitative area functions

The ‘‘raw’’ area functions measured from the volumet-
ric image data for the eight phonatory conditions were dis-
cretized for use in speech simulation~Story et al., 1996;
Tom, 1996!. The process of discretization involved choosing
the discretized vocal tract length~even multiples of vocal
tract sections 0.396 825 cm in length! that best fit the mea-
sured vocal tract lengths, normalizing measured data to this
length, fitting the data to a cubic spline curve, and sampling
the cubic spline curve at equally spaced intervals of
0.396 825 cm. The discretized vocal tract length that best fit
all eight phonatory conditions was 17.46 cm. Detailed nu-
merical area functions for the eight phonatory conditions
based on the discretized vocal tracts can be accessed at
http://www.ncvs.org/rescol/articles/vocaltract.html. Mea-
sured vocal tract lengths for the eight phonatory conditions
can also be accessed at this website. The change from soft to
loud intensity~higher effort phonations! in the medium- and
high-pitch falsetto phonations was consistently associated
with an increase in measured vocal tract length, while the
opposite pattern occurred for speech and low falsetto pitch
conditions.

Numerical area functions for the piriform sinuses used
in acoustic modeling are listed in Table II. The main trend,
with regard to changes in the 3-D shape of the piriform si-
nuses from soft to loud intensity within each pitch condition,
was an increase in both length and cross-sectional areas. The
measured lengths of the piriform sinuses are presented in
Table III. Some slight left–right asymmetries in piriform si-
nus length occurred when the superior–inferior alignment of

TABLE II. Piriform sinus area functions in square centimeters, at equal
intervals of 0.396 825 cm, expressed as a single branch for acoustic model-
ing purposes. Section 1 represents the area function of the superior-most
portion of the piriform sinuses. Piriform sinus branch length for all condi-
tions was 1.59 cm~four sections at 0.396 825 cm/section!.

Section
No.

B-flat4
ff

B-flat4
mp

F4

ff
F4

mp
C4

ff
C4

mp
Speech
loud

Speech
comfortable

1 2.39 1.34 2.16 1.82 2.05 2.17 2.58 2.26
2 2.13 1.13 2.07 1.60 2.24 1.94 2.41 2.21
3 1.88 1.02 2.19 1.50 2.28 1.36 2.60 1.95
4 1.26 0.83 1.83 1.04 1.74 0.11 1.29 0.83
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the piriform sinuses was not completely perpendicular to the
transverse imaging plane of the EBCT scanner.

B. Comparing changes in area functions due to
variations in register, pitch, and loudness

Changes in 3-D vocal tract configuration as a function of
changes in vocal register, pitch, and loudness can be assessed
by comparing differences in area functions along the length
of the vocal tract. The area functions associated with the
vocal tract shape for the /Ä/ prolongation in the comfortable
speech condition are compared to those of the other phona-
tory conditions in Fig. 1. Beginning at the origin, measured
units on thex axis represent distance in centimeters above
the glottis. On they axis, measured units represent cross-
sectional area in square centimeters.

A characteristic common to the vocal tract shapes across
all eight phonatory conditions was a widening of the vocal
tract airway above the glottis that begins about 2 cm past the
glottis, expands to its widest point at about 4 cm past the
glottis, and begins to narrow again at about 5 cm past the
glottis. For the most part, this is a consequence of the
changes in cross-sectional area that occur as the piriform
sinuses converge with the main vocal tract tube. This finding
concurs with Storyet al. ~1996!, who found that the location
of this widening was consistent across all vowels. They sug-
gested that this location’s uniformity served to point out the

consistency of the image analysis procedures in terms of de-
fining the glottal termination. In the current study, the extent
of this supraglottal widening varied with phonatory condi-
tions. The absolute cross-sectional area at its widest point
was greater~in some cases, significantly so! than those found
by Storyet al. ~1996! or in previous research, to which they
compared their findings~Baeret al., 1991; Fant, 1960; Yang
and Kasuya, 1994!. The widest cross-sectional area of the
supraglottal widening for the /Ä/ vowel in these studies were
approximately 1.1 cm2 ~Story et al., 1996!, 2.2 and 2.9 cm2

~Baeret al., 1991!, 4.1 cm2 ~Fant, 1960!, and 1.9 cm2 ~Yang
and Kasuya, 1994!. In the current study this measure ranged
from approximately 3.8 cm2 for the loud speech condition in
chest register to 6.2 cm2 for the falsetto register, high-
pitched, very loud condition. For the speech condition and
low-pitch falsetto condition, the supraglottal widening re-
duced slightly in area as intensity increased. For the
medium- and high-pitch falsetto conditions, the supraglottal
widening increased in dimension.

In Fig. 1~a!, a comparison of comfortable~bold line! and
very loud speech~narrow line! in chest register, the vocal
tract gesture accompanying the increase in vocal intensity,
was an overall increase in oral cavity volume that begins
approximately 7 cm from the glottis, just anterior to the
vowel constriction in the oropharynx. At its widest point in
the oral cavity, the cross-sectional area almost doubled in the
very loud speech condition~from about 6 to 10 cm2! and the
mouth opening increased significantly~from about 1 to 6
cm2!. This occurred concurrently with a slight reduction in
dimension of the supraglottal widening that occurred about
3.5 cm past the glottis.

The dimensions of the oral cavity also increased signifi-
cantly in changing from comfortable speech to either soft/
loud low-pitch falsetto phonations@Fig. 1~b!#. Within low-
pitch falsetto, increased intensity was associated with an
increase in the size of the oral cavity and a simultaneous
decrease in the size of the supraglottal widening, similar to
the pattern of changes in vocal tract configuration with in-
creased loudness for the speech~chest register! conditions.
For falsetto phonations sung at the medium- and high-pitch
levels @Figs. 1~c! and ~d!#, the oral cavity is again signifi-
cantly larger than for comfortable speech. The changes in
vocal tract shape from moderately soft~dashed line! to very
loud intensity levels~narrow line! at medium and high pitch
in falsetto, however, reversed the pattern found in the tran-
sition from lower to higher intensity for the speech and low-
pitch falsetto conditions. Rather than increasing the volume
of the oral cavity, the subject reduced the oral cavity volume,
while simultaneously increasing the volume of the supraglot-
tal widening in the lower pharynx. This anterior/posterior
shift in relative volumes or cross-sectional areas may be a
strategy to balance the need for maintaining approximate
vowel quality ~relatively stableF1 andF2) while simulta-
neously preserving vocal timbre~stableF3 andF4).

The greatest contrasts in vocal tract configuration due to
register, pitch, and loudness were observed in the area func-
tions for comfortable speech phonation in chest register and
for high-pitched very loud sung phonation in falsetto register
@Fig. 1~d!#. In comfortable speech phonation in chest register

TABLE III. Piriform sinus lengths associated with variations in vocal reg-
ister, pitch, and loudness levels.

Condition
Left piriform
sinus~cm!

Right piriform
sinus~cm!

B-flat4 ff 1.76 1.52
B-flat4 mp 1.68 1.68
F4 ff 1.76 1.76
F4 mp 1.60 1.60
C4 ff 1.88 1.88
C4 mp 1.15 1.11
Speech loud 1.48 1.48
Speech comfortable 1.19 1.19

FIG. 1. Comparisons of the area functions for chest register comfortable
speech~bold line! and ~a! chest register loud speech~narrow line!; ~b! fal-
setto register, low pitch (C4 , 262 Hz!, moderately soft~dashed line! and
very loud ~narrow line!; ~c! falsetto register, medium pitch (F4 349 Hz!,
moderately soft~dashed line! and very loud~narrow line!; and ~d! falsetto
register, high pitch (B-flat4 , 466 Hz!, moderately soft~dashed line! and very
loud ~narrow line!.
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~bold line!, the cross-sectional area peaked at 3.7 cm2 at the
widest point of the supraglottal widening, decreased to 1 cm2

or less for the vowel constriction, increased to 5.8 cm2 at the
widest point in the oral cavity, and then gradually reduced to
about 1 cm2 at the mouth termination. For high-pitched very
loud sung phonation in falsetto register~narrow line!, the
cross-sectional area peaked at 6.4 cm2 ~a 73% increase over
moderately soft! at the widest point of the supraglottal wid-
ening, decreased to less than 1.5 cm2 ~a 50% increase! for the
vowel constriction, increased to 8.3 cm2 ~a 43% increase! at
the widest point in the oral cavity, then closed down to an
area of approximately 5 cm2 ~a 50% increase! at the mouth
termination.

C. Formant structure

The first four formants for each of the eight vocal tract
shapes are summarized in Table IV. The change from soft to
loud intensity in chest register speech phonations resulted in
an increase in all formant frequencies, and was associated
with increases in mouth opening~Pickett, 1999!. As such,
the subject followed the previously reported tendency to
raiseF1 when increasing vocal intensity~Huberet al., 1999;
Sundberget al., 1993!: the F1 increased from 583 to 642
Hz.

Changes from comfortable speech in chest register to
sung phonations in falsetto followed a similar pattern: in-
creases in mouth opening yielded higher formant frequencies
overall. For the high-pitched, very loud sung falsetto tone,
F1 ~601 Hz! andF2 ~1230 Hz! values approached a neutral
vowel ~Pickett, 1999!, not unexpected for a vocal tract con-
figuration with such a large supraglottal widening, oral cav-
ity volume, and mouth opening.

In general, the subject’s vowel formants tended towards
those of a phonetically more neutral vowel, when compared
to norms for spoken /Ä/, especially in the sung phonations.
F1 values for the subject ranged from 543 to 682 Hz, and
F2 ranged from 939 to 1230 Hz. Although the vowel for-
mants (F1,F2) produced by the subject were below reported
means for the spoken /Ä/ vowel, they fall within the range of
values produced by speakers in normative studies for spoken
/Ä/, /Å/, or /#/ ~Hillenbrandet al., 1995; Peterson and Barney,

1952!. This may be part of the subject’s vocal technique to
retain a perceptually darker vowel quality and warmer vocal
timbre, even as effort is increased, by using a phonetically
more rounded and/or centralized allophone~Titze, 1994!.
The tendency for untrained speakers/singers is to raise the
larynx with increased effort, and to thereby shorten the vocal
tract, increase formant frequencies, and produce a more stri-
dent vocal timbre.

A singer’s formant in the 2800–3000-Hz region was not
observed in any of the phonatory conditions. This finding
was not unexpected, since the phenomenon is primarily as-
sociated with classically trained male singers phonating in
chest register~Sundberg, 1987!, and not with countertenor
falsetto-based singing.

IV. CONCLUSION

Volumetric imaging of the vocal tract using EBCT was
used to document 3-D changes in vocal tract configuration
during phonation, which occurred as a function of vocal reg-
ister ~chest or falsetto!, pitch ~low, medium, and high in fal-
setto register, and speech!, and loudness~soft versus very
loud! for a single male subject. The 3-D images are of higher
resolution and corresponding measures of greater accuracy
than those acquired in previous studies using MRI tech-
niques. EBCT techniques~using 3 mm slices! allowed for
greater image resolution~0.410 mm in the plane of imaging!,
reduced image acquisition time, and, thus, minimization of
movement artifacts.

Although the results of the entire study are from one
subject, a trained countertenor, the data may not be atypical
of other male singers or speakers, who produce falsetto simi-
larly. For the population of singers in the classical, commer-
cial, and world music arenas, and theatrical and voice-over
artists who utilize falsetto phonation more often and more
intensively than many speakers, additional research towards
a comprehensive characterization of the physiology of fal-
setto phonation is vital. The current data, elicited from a
subject who has developed an optimal technique for vocaliz-
ing in the falsetto register across a range of frequencies and
intensity levels provides insight into a falsetto type that has
been shown to be reliable and associated with low risk for
injury to the tissues of the vocal folds.
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A significant body of evidence has accumulated indicating that vowel identification is influenced by
spectral change patterns. For example, a large-scale study of vowel formant patterns showed
substantial improvements in category separability when a pattern classifier was trained on multiple
samples of the formant pattern rather than a single sample at steady state@J. Hillenbrandet al., J.
Acoust. Soc. Am.97, 3099–3111~1995!#. However, in the earlier study all utterances were
recorded in a constant /hVd/ environment. The main purpose of the present study was to determine
whether a close relationship between vowel identity and spectral change patterns is maintained
when the consonant environment is allowed to vary. Recordings were made of six men and six
women producing eight vowels~/i,(,},,,Ä,),u,#/! in isolation and in CVC syllables. The CVC
utterances consisted of all combinations of seven initial consonants~/h,b,d,g,p,t,k/! and six final
consonants~/b,d,g,p,t,k/!. Formant frequencies forF1–F3 were measured every 5 ms during the
vowel using an interactive editing tool. Results showed highly significant effects of phonetic
environment. As with an earlier study of this type, particularly large shifts in formant patterns were
seen for rounded vowels in alveolar environments@K. Stevens and A. House, J. Speech Hear. Res.
6, 111–128~1963!#. Despite these context effects, substantial improvements in category separability
were observed when a pattern classifier incorporated spectral change information. Modeling work
showed that many aspects of listener behavior could be accounted for by a fairly simple pattern
classifier incorporatingF0, duration, and two discrete samples of the formant pattern. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1337959#

PACS numbers: 43.70.Bk, 43.71.An, 43.72.Ne, 43.70.Fq@KRK#

I. INTRODUCTION

A major focus of recent vowel perception research has
been an examination of the relationship between formant-
frequency movements and vowel identity. A good deal of
evidence has accumulated implicating a secondary but quite
important role for spectral change in vowel recognition. Re-
views of this work can be found in Nearey~1989! and
Strange~1989!. Briefly, the evidence favoring this view in-
cludes the work of Strange, Jenkins, and Johnson~1983! and
Nearey and Assmann~1986! showing high identification
rates for ‘‘silent-center’’ stimuli in which vowel centers were
gated out, leaving only brief onglides and offglides. Nearey
and Assmann also reported a sharp decrease in identification
rates for silent center signals in which onglides and offglides
were played in reverse order~see also Jenkins, Strange, and
Edman, 1983; Parker and Diehl, 1984; Andruski and Nearey,
1992; Jenkins and Strange, 1999!. Further, several studies
have reported relatively high identification error rates for
both natural and synthetic vowels with static formant pat-
terns~Fairbanks and Grubb, 1961; Hillenbrand and Gayvert,
1993a; Hillenbrand and Nearey, 1999!. For example, Hillen-
brand and Nearey asked listeners to identify naturally pro-
duced /hVd/ syllables and two different formant-synthesized
versions. An ‘‘original formant’’~OF! set of synthetic sig-
nals was generated using the measured formant contours, and

a second set of ‘‘flat formant’’~FF! signals was synthesized
with formant frequencies fixed at the values measured at the
steadiest portion of the vowel. The OF synthetic signals were
identified with substantially greater accuracy than the FF sig-
nals. Finally, a number of pattern recognition studies have
reported better classification accuracy and/or improved pre-
diction of listener error patterns for pattern recognition mod-
els that incorporate spectral change as opposed to models
that are driven by spectral measurements sampled at a single
cross section of the vowel~Assmann, Nearey, and Hogan,
1982; Nearey and Assmann, 1986; Parker and Diehl, 1984;
Zahorian and Jagharghi, 1993; Hillenbrandet al., 1995!. For
example, Hillenbrandet al. trained a discriminant classifier
on various combinations of fundamental frequency and for-
mant measurements from /hVd/ syllables spoken by 45 men,
48 women, and 46 children. The pattern classifier was sub-
stantially more accurate when it was trained on two samples
of the formant pattern~taken at 20% and 80% of vowel du-
ration! than a single sample taken at the steadiest portion of
the vowel.

An important limitation of the work conducted on this
problem to date is the exclusive reliance on either isolated
vowels or /hVd/ syllables. It is firmly established that vowel
formant patterns are affected not only by the identity of the
vowel, but also by consonant environment. In a classic study,
Stevens and House~1963! reported formant measurements
for eight vowels~/i,(,},,,Ä,#,),u/! spoken by three men. The
vowels were produced in isolation, in /hVd/ syllables, and ina!Electronic mail: james.hillenbrand@wmich.edu
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symmetrical CVC syllables with 14 consonants
~/p,b,f,v,Y,Z,s,z,t,d,tb,dc,k,+/!. Effects of consonant context
were examined by comparing the formant values in these 14
environments to formant values for the same vowels in iso-
lation or /hVd/ context, which the authors referred to as
‘‘null’’ environments. Formant frequencies and bandwidths
were measured forF1–F3 at the center of the vowel using a
spectrum-matching technique. The most general summary of
the Stevens and House findings is that the non-null conso-
nant environments typically had the effect of shifting the
formant frequencies—particularlyF2—toward more central-
ized values. Systematic effects were seen for the manner,
voicing, and place of articulation of the flanking consonants.
The place effects, which were easily the most important, are
reproduced in Fig. 1. The effects of place onF1 values
tended to be small and rather consistent in magnitude from
one vowel to the next. Place effects onF2 , on the other
hand, were sometimes quite large and varied considerably in
magnitude from one vowel to the next. The largest effect by
far was an upward shift averaging about 350 Hz inF2 for /u/
in the environment of postdental consonants; a shift averag-
ing about 200 Hz was also seen for /)/ in the environment of
postdentals. There were also downward shifts inF2 of some
100–200 Hz for front vowels~with the exception of /i/! in
the environment of labial and postdental consonants. The
effects of manner class and voicing were typically rather
small. Vowels flanked by voiced consonants tended to be
produced with slightly lowerF1 values as compared to the
same vowels in the context of unvoiced consonants. Manner
class had little effect onF1 values, but vowels in stop con-
sonant environments tended to have slightly higherF2 val-
ues.

Stevens and House interpreted these varied findings in
terms of a production undershoot model. The production sys-
tem was assumed to be driven by targets corresponding to
articulatory postures in null environments, but these ideal-
ized targets were purportedly not realized due to inertial con-
straints. Stevens and House~1963! also suggested that listen-
ers make tacit use of knowledge of these context effects in
recognizing vowels: ‘‘The rules governing these deviations
in the acoustic signal must, of course, be invoked in some

way by the listener in order to make an identification of the
signal’’ ~p. 122!.

A problem that is presented by the findings discussed
above is that there are clearly multiple influences on the de-
tailed formant contours of even relatively simple citation-
form CVC utterances. The two influences that are of interest
in the present study are the consonant context effects de-
scribed above and the ‘‘vowel inherent spectral change’’ pat-
terns that have been observed in studies such as Nearey and
Assmann~1986! and Hillenbrandet al. ~1995! using isolated
vowels or /hVd/ syllables. The primary question that is to be
addressed is whether context effects such as those described
by Stevens and House act to obscure or complicate the rela-
tionships between vowel identity and spectral change pat-
terns that have been observed in previous studies using neu-
tral contexts. Some preliminary evidence on this question
comes from Zahorian and Jagharghi’s~1993! study of 11
vowels in CVC context with 7 initial consonants and 6 final
consonants. Zahorian and Jagharghi reported better pattern
classification accuracy for feature sets incorporating spectral
change than for static feature sets. However, no acoustic
measurements were made of the coarticulatory patterns,
making it impossible to relate either the pattern classification
results or their listener data to specific context-conditioned
effects.

The present study consisted of a replication and exten-
sion of Stevens and House, but with several differences in
method. The most important of these were:~1! since conso-
nant context effects are nearly certain to be more complex in
the nonsymmetrical environments that typically prevail in
natural speech, CVCs were recorded in both symmetrical and
nonsymmetrical environments, and~2! since we were inter-
ested in studying the spectral change patterns for vowels, full
format contours were measured rather than sampling the for-
mant pattern once at steady state.

II. METHODS

A. Test signals

Talkers consisted of six men and six women between the
ages of 25 and 64. Seven of the speakers were raised in
Michigan; the others were from northern Illinois~2!, upstate
New York ~1!, Nebraska~1!, and northern Ohio~1!. All of
the speakers were phonetically trained. The speech material
consisted of isolated vowels and CVC syllables, only a sub-
set of which was analyzed for the present study. The initial
consonants consisted of /h,b,d,+,p,t,k,r,l,w/, the vowels con-
sisted of /i,(,},,,Ä,#,Å,),u,É/!, and the final consonants con-
sisted of /b,d,+,p,t,k,r,l/. The initial consonants, vowels, and
final consonants were recorded in all combinations. Each of
the ten vowels was also recorded in isolation, for a total of
9516 utterances~12 talkers310 initial consonants310
vowels38 final consonants110 isolated vowels, less 17 un-
pronounceable combinations, such as /rÉr/!. For purely prac-
tical reasons, a subset of these recordings was selected for
use in the present experiment. Selected for analysis were the
eight vowels studied by Stevens and House~/i,(,},,,Ä,#,),u/!
in isolation and in combination with seven initial consonants
~/h,b,d,+,p,t,k/! and six final consonants~/b,d,+,p,t,k/!.

FIG. 1. Stevens and House~1963! data showing the effects of consonant
environment on steady-state vowel formants.
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Recordings were made in a small sound-attenuated
booth using a Shure SM58 dynamic microphone. Signals
were preamplified, low-pass filtered at 4.3 kHz, and directly
digitized at a 10-kHz sample rate using a Tucker & Davis
16-bit A/D. Subjects read from word lists containing the
phonetic transcriptions of the utterances to be read. The word
lists were blocked by vowel and proceeded in an orderly way
through the consonant environments. Subjects were given no
special instructions regarding duration or intonation contour,
except that they were urged try to avoid a drop in pitch at the
end of each page of transcriptions. Individual syllables were
later excised from the longer recordings. The signals were
auditioned at this time, and if the experimenter noticed an
obvious production error, the talker was brought back for
another session to re-record the syllables that had been mis-
pronounced. In a few cases the talker was no longer avail-
able, and the mispronounced utterances were simply deleted.
Twenty-three utterances were deleted in this way, leaving a
total of 4105 utterances.

B. Acoustic measurements

The formant estimation methods were similar to those
described in Hillenbrandet al. ~1995!. Formant analysis be-
gan with the extraction of peaks from 14-pole, 128-point
linear predictive coding~LPC! spectra every 5 ms using
25.6-ms Hamming-windowed segments. A graphical display
of the spectral peaks was then overlaid on a gray-scale LPC
spectrogram. Formant tracks forF1–F3 were determined by
hand editing the spectral peaks, deleting spurious peaks in
some cases, and interpolating through ‘‘holes’’ in the for-
mant track in other cases. The number of LPC poles was
occasionally increased to separate merged formants. In some
cases—many of them involving formant mergers—it was
judged that a formant could not be measured with confi-
dence. In these cases, zeros were written into the formant
slot, and the values for that formant were simply omitted
from all subsequent analyses. Formants were edited only be-
tween the starting and ending times of the vowel, which were
determined by visual inspection of the LPC spectrograms.
Measures of vowel duration included the vocalic segment
only and not the initial burst associated with consonant re-
lease.

Vowel ‘‘steady-state’’ times were determined automati-
cally. We experimented with a number of algorithms and
settled on a simple technique that seemed to show the best
agreement with the visual inspection method that has been
used in many previous studies. The vowel formant contour
was reduced to an array of logF2– logF1 values ~Miller,
1989!. The sum of differences between adjacent frames was
then calculated for every sequence of five frames~35 ms!
throughout the first 60% of the vowel.1 Steady-state time was
defined as the middle of the sequence of five frames showing
the smallest absolute summed difference.

Fundamental-frequency contours were measured using a
conventional autocorrelation pitch tracker~Hillenbrand,
1988!, followed by hand editing using the tool described
above. If there was any uncertainty about theF0 contour, the
experimenter examined the time waveform and a narrow
band spectrogram.

C. Listening test

The test signals were presented for identification to 24
phonetically trained listeners. The listeners were first- and
second-year graduate students in speech-language pathology.
The listeners spoke the same Northern Cities dialect as the
speakers, with roughly 80% of the listeners from Michigan,
and the remainder from other areas of the upper Midwest,
such as the northern parts of Indiana, Illinois, and Ohio. Sub-
jects were tested individually in a quiet room in four sessions
of about an hour each. Stimuli were scaled to maximum peak
amplitude, low-pass filtered at 4.3 kHz at the output of a
16-bit D/A converter, amplified, and delivered to a single
loudspeaker positioned about 1 m from the listener’s head at
an average intensity of approximately 77 dBA. Over the
course of the four sessions, each listener identified one pre-
sentation of each of the 4105 signals. The order of presenta-
tion was fully randomized~i.e., not blocked by talker or con-
text!, and the presentation order was shuffled separately for
each listener. Listeners responded by pressing one of eight
keys on a computer keyboard that had been labeled with
phonetic symbols for the vowels. The listening test was self-
paced, and subjects could repeat a stimulus as many times as
they wished before entering a response. Each listening test
was preceded by a brief practice session to ensure that lis-
teners understood the task and interpreted the phonetic sym-
bols appropriately.

III. RESULTS

A. Listening test

The average identification rate for the test signals was
94.6%, with nearly identical rates for the male~94.5%! and
female ~94.8%! talker groups. The majority~61.7%! of the
individual tokens were correctly identified by all 24 listeners,
and 86% of the signals were identified as the intended vowel
by at least 90% of the listeners. For 78 signals~1.9%! the
label assigned by a plurality of the panel was a vowel other
than that intended by the talker. The most common of these
misidentifications consisted of tokens that were intended as
/,/ but heard as /}/ ~40% of the signals misidentified by a
plurality of the listeners! and tokens that were intended as /}/
but heard as /(/ or /,/ ~23% of the signals misidentified by a
plurality of the listeners!. Average intelligibility for indi-
vidual talkers varied from 88.7% to 98.0% (s.d.52.6).

As seen in Fig. 2, intelligibility was higher for some
vowels than others. As we will show below, the differences
in identification rates across vowels are highly significant.
Despite this, however, it is important to note that all indi-
vidual vowels were well identified. Average rates varied
from about 90% to 99%, with a standard deviation across
vowels of only 3.4%.

Vowel intelligibility was also affected somewhat by
consonant environment. Figure 3 shows identification rates,
averaged across all vowels, as a function of both initial con-
sonant and final consonant.~Labeling data for the isolated
vowels are not shown in the figure.! It can be seen that the
consonant environment effects are quite small in magnitude,
with only 3.3% separating the most intelligible contexts from
the least intelligible. The standard deviation computed across
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the seven average identification rates for initial consonants
~i.e., the black bars in Fig. 3! is only 0.8%, and the standard
deviation computed across the six average identification rates
for final consonants~the open bars in Fig. 3! is only 1.3%.

1. Statistical treatment of labeling data

The two sources of individual variability in the percep-
tual responses that are reasonably viewed as random are
speakers and listeners. Accordingly, repeated measures
analyses of variance~ANOVAs! were run by listener~i.e.,
pooling syllable scores over talkers and treating listeners as
random effect! and by talker~i.e., pooling syllable scores
over listeners and treating talker as a random effect!.2 In each
case, Studebaker’s~1985! rationalized arcsine transformation
was applied to the percent-correct values after pooling. Fol-
lowing a practice common in the psycholinguistics literature,
we will report F ratios separately by listener (FL) and by
talker (FT). We will also report theFmin8 ~Clark, 1973!,
which we will use to determine significance levels. In both

cases, there are five treatment factors: initial consonant place,
initial consonant voicing, vowel, final consonant place, and
final consonant voicing.

The usual procedures forpost hoccomparison of means
are clumsy in higher-order factorial analyses of variance.
Consequently, we have chosen to follow up significantF
tests witht tests derived from effect estimates in the linear
model underlying the ANOVA. A significantt value for a
specific coefficient of a main or interaction effect indicates
that the coefficient in question was significantly different
from the average of the entire family of coefficients for that
effect. A significantt value can be also be interpreted as
indicating that the cell mean associated with the coefficient
in question is significantly different from the grand mean and
any main effect’s lower-order interaction terms. Significance
levels of t tests are estimated using the Sidak approach to
multiple comparisons with a family size equal to the number
of effect coefficients for the main effect or interaction term in
question.

The main effect for vowel was highly significant
@FL(7,161)530.1, FT(7,77)53.9, Fmin8 (7,97)53.4,
p,0.01#. It is useful to have an indication of the relative
contribution of phonetic factors. We will usepercent of total
phonetic variation accounted for, defined as the ratio of the
sum of squares for a given main or interaction effect to the
sum of squares of all phonetic factors. We base this measure
on theby-talkersanalysis. The vowel main effect was easily
the most important of any of the phonetic effects that were
observed, accounting for 41.2% of total phonetic variation
~TPV!. Sidak-corrected planned comparisons revealed that
/u/ and /i/ were identified significantly better than average:
/u/ by 1.1 percentage points@ tmin8 (16)54, pmin,0.01], and
/i/ by 1.2 percentage points@tmin8 (16)57.1, pmin,0.000 01#.
The main effect for final place of articulation was also highly
significant @FL(2,46)579.7, FT(2,22)512.2, Fmin8 (2,29)
510.6, p,0.001# and accounted for about 5.7% of TPV.
Sidak-corrected planned comparisons showed that vowels in
the environment of final velars were identified less well than
average by about 0.9 percentage points@tmin8 (14)523.4,
pmin,0.01#, while those in final alveolar contexts were iden-
tified about 0.6 percentage points better than average
@ tmin8 (14)54.0, pmin,0.001]. No other main effects were
significant.

Although they were all small in absolute magnitude,
several interactions reached significance. The interaction pat-
tern is displayed in Fig. 4, which shows percent correct as a
function of the initial consonant, with the final consonant as
the parameter. The vowel by final place interaction was
highly significant @FL(14,322)520.4, FT(14,154)54.4,
Fmin8 (14,222)53.6, p,0.0001#, accounting for about 9.6%
of TPV. Sidak-corrected planned comparisons showed that
syllables ending in /æ/1labial stops were identified about 2.1
percentage points better than average@tmin8 (18)53.9, pmin

,0.05#. The vowel by final voicing interaction was also sig-
nificant @FL(7,161)536.8, FT(7,77)52.9, Fmin8 (7,89)52.7,
p,0.01#, accounting for about 4.9% of TPV. However,
Sidak-adjusted comparisons failed to identify any specific
effect as significantly above average.

The three-way initial voicing by initial place by vowel

FIG. 2. Vowel intelligibility averaged across all consonant environments.
Error bars show one standard deviation.

FIG. 3. Percent-correct vowel identification for each of seven initial conso-
nant environments and six final consonant environments.
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interaction was highly significant @FL(14,322)514.2,
FT(14,154)53.8, Fmin8 (14,240)53.0, p,0.001#, accounting
for about 5.9% of TPV. The three-way interaction of initial
voicing by final voicing by final place@FL(2,46)521.6,
FT(2,22)55.0, Fmin8 (2,32)54.0, p,0.05# and the four-way
interaction of initial place by initial voicing by final place by
final voicing @FL(4,92)518.4, FT(4,44)53.4, Fmin8 (4,61)
52.8, p,0.05# were also significant. These interactions ac-
counted for less than 1% of the TPV. In no case for three- or
four-way interactions did Sidak-adjusted comparisons iden-
tify specific factor combinations as significantly different
from average for the family in question.

An important point which we hope does not get lost in
the details of the ANOVA results reported above is that the
influences of consonant environment on average vowel rec-
ognition rates are rather small in absolute magnitude. For
example, as can be seen in Fig. 4, the full range of variation
separating the most intelligible from the least intelligible
contexts is only about 6%, and the standard deviation in
average recognition rates computed over all 42 phonetic en-
vironments displayed in Fig. 4~e.g., /hVb/, /hVd/, /hVp/,...,
/kVk/! is a very modest 1.7%.

A final note on the listening test results concerns label-
ing data for /u/ and /)/ in alveolar contexts. Recall that the

largest context effects observed by Stevens and House
~1963! consisted of a raising ofF2 for /u/ and /)/ in the
environment of alveolar consonants relative to the same
vowels in null environments~Fig. 1!. As will be discussed
below, our formant measurements showed an even larger
effect, averaging about 500–600 Hz for /u/ and about 200–
300 Hz for /)/. Our results further showed that the effect is
conditioned primarily by the presence of asyllable-initial
alveolar. It was therefore of some interest to determine
whether there is any evidence that these context-conditioned
shifts in formant values have an adverse effect on vowel
intelligibility. The recognition rates for /u/ and /)/ in the
environment of syllable-initial alveolars turn out to be unre-
markable. Average recognition rates, pooled across all con-
texts except initial alveolar, are 98.1% for /u/ and 91.5% for
/)/. These figures compare with nearly identical rates in ini-
tial alveolar contexts of 98.3% for /u/ and 92.5% for /)/.
There is, in short, no evidence that the largest of the context-
conditioned shifts in vowel formants caused any difficulty
for the listeners.

B. Acoustic measurements

1. Vowel duration

Vowel durations in various consonant voicing environ-
ments are shown in Table I. To simplify the examination of
voicing effects, initial /h/ environments were excluded from
the computation of the means reported in the first four col-
umns of the table. The average durations associated with the
eight vowels, pooled across all consonant environments, are
strongly correlated with average durations from the /hVd/
data of Hillenbrandet al. ~1995!, and with the /tVp/ data of
Black ~1949!. The widely observed increase in duration for
vowels preceding voiced versus unvoiced stops is quite evi-
dent in our data~i.e., compare V–V with V–U and U–V
with U–U!. Also apparent in Table I is evidence for system-
atically longer vowels whenpreceded byvoiced versus un-
voiced stops~i.e., compare V–V with U–V and V–U with
U–U in Table I!. This effect, which averages some 20–40
ms, was confirmed by two separate ANOVAs for vowel and
initial consonant voicing, one comparing durations for V–V
environments with U–V environments~i.e., C15voiced/C2

5voiced versus C15unvoiced/C25voiced! and the second

FIG. 4. Vowel intelligibility as a function of the initial consonant and final
consonant.

TABLE I. Vowel durations in ms in different stop-consonant voicing environments, and in all consonant
environments. Measurements for isolated vowels were excluded. Standard deviations shown in parentheses.
~V–V5voiced initial consonant, voiced final consonant; U–V5unvoiced initial consonant, voiced final conso-
nant; V–U5voiced initial consonant, unvoiced final consonant; U–U5unvoiced initial consonant, unvoiced fi-
nal consonant.!

Vowel V–V U–V V–U U–U
All consonant
environments

/i/ 255.9 ~46.8! 233.6~48.3! 169.8~32.8! 144.1~34.1! 198.7~61.3!
/(/ 190.6~29.3! 174.2~30.7! 137.3~32.6! 116.7~28.1! 153.1~41.7!
/}/ 218.2~28.3! 191.1~29.8! 160.3~31.6! 127.8~27.9! 176.1~44.7!
/,/ 331.8~50.5! 286.0~43.1! 254.0~50.5! 214.0~40.6! 266.6~65.6!
/Ä/ 328.9~57.3! 290.3~41.9! 235.7~50.1! 194.2~45.2! 255.9~73.8!
/#/ 215.0~35.4! 178.8~30.2! 146.6~30.9! 118.6~24.3! 162.9~49.2!
/)/ 208.8~35.2! 189.7~31.2! 152.9~36.0! 124.7~31.9! 166.2~46.6!
/u/ 261.2~46.5! 241.9~44.5! 171.7~37.1! 147.3~31.3! 203.6~66.6!
All vowels 251.8~65.7! 223.5~58.8! 177.2~54.2! 146.3~46.3! 198.0~69.3!
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FIG. 5. Values ofF1 andF2 measured at steady state for men~top panel! and women~bottom panel!. Formant measurements are plotted for isolated vowels
and for all consonant environments. Not displayed are measurements for signals with identification error rates of 15% or higher. To improve the clarity of the
display the database was thinned by removing redundant data points, resulting in the display of measurements from about two-thirds of the well-identified
tokens.
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comparing V–U with U–U environments. Both ANOVAs
showed highly significant effects for vowel and initial con-
sonant voicing. This effect is consistent with Fischer-
Jorgensen~1964! and Crystal and House~1988!, but differs
from the conclusions reached by Peterson and Lehiste
~1960!.

2. Average formant values

Values ofF1 and F2 measured at steady state are dis-
played in Fig. 5. Formant measurements are plotted for iso-
lated vowels and for all consonant environments. Not dis-
played in Fig. 5 are measurements for signals with
identification error rates of 15% or higher. To improve the
clarity of the display the database was thinned by removing
redundant data points, resulting in the display of measure-
ments from about two-thirds of the well-identified tokens.
There is, of course, considerable variability in formant val-
ues within each vowel category, and a good deal of overlap
among vowels.3 A major goal of the present study was to
determine what aspects of this variability were associated
with consonant environment.

3. Effects of place of articulation

Figure 6 shows the effects of place of articulation on the
frequencies ofF1 andF2 for syllables that are symmetrical
with respect to place of production~e.g., /bVb/, /bVp/, /pVp/,
/pVb, /dVd/, /dVt/, etc.!. Also plotted are formant values for
isolated vowels and /hVd/ syllables, environments referred to
as ‘‘null’’ by Stevens and House~1963!. The general look of
this figure is similar to the Stevens and House~SH! data
~Fig. 1!, which were based on strictly symmetrical syllables
~/bVb/, /dVd/, /gVg/, etc.!. As with SH, the largest effect by
far is a raising ofF2 for /u/ in the environment of alveolar
consonants. At about 500 Hz for the men and nearly 600 Hz
for the women~relative to null environments!, this upward
shift is even larger than the roughly 350 Hz effect reported
by SH.4 Sizable upward shifts inF2 for alveolar environ-
ments are seen for the remaining back/central vowels, espe-
cially /)/, with shifts averaging 214 Hz for men and 281 Hz
for women. Also seen for the back/central vowels was a
fairly uniform upward shift inF2 averaging 98 Hz for men
and 117 Hz for women for the velar environments. For front
vowels, the most consistent effect is a downward shift inF2

of some 85–100 Hz for labial environments. As in the SH
results, the effects of place onF1 values tend to be rather
small. The only moderately sizable effect that appears to be
consistent across men and women is a downward shift inF1

averaging some 50 Hz for /}/ and /,/ in the environment of
alveolar and velar consonants.

The effects of place on formant values for syllables that
are either symmetrical or nonsymmetrical with respect to
place of articulation are shown in Figs. 7 and 8. Figure 7
shows the effects of initial consonant environment, while
Fig. 8 shows the effects of final consonant environment. In
Fig. 7, showing the effects of initial consonant place, aver-
ages that are plotted with the square symbols for labials, for
example, were pooled over all syllables with C15/b,p/, re-
gardless of the final consonant. Similarly, in Fig. 8, the

square symbols represent averages pooled over all syllables
with C25/b,p/, regardless of the initial consonant. Although
there are many minor differences, the general look of Fig. 7
~initial environments! is quite similar to that of Fig. 6~sym-
metrical environments only!. However, there are some very
important differences between Fig. 8~final environments!
and both Fig. 6 and Fig. 7. It can be seen, for example, that
the upward shifts inF2 for /u/ and /)/ in alveolar environ-
ments are much smaller for final alveolars than initial alveo-
lars. Similarly, the upward shifts inF2 for /#/ and /Ä/ in
alveolar and velar environments and the downward shifts in
F2 for front vowels in labial environments are much more
pronounced when the relevant environments are initial rather
than final. The conclusion from these comparisons is that the
place-dependent effects for symmetrical environments seen
in Fig. 1 from SH and Fig. 6 from the present study reveal
primarily the effects of the place of articulation of the initial
consonant rather than the final consonant.

4. Effects of consonant voicing

Figure 9 shows the effects of consonant voicing for syl-
lables that are symmetrical with respect to the voicing fea-
ture; for example, the data points identified as voiced~the

FIG. 6. Average formant frequencies at steady state as a function of the
place of articulation of the surrounding consonants for men~top panel! and
women~bottom panel!. Data are shown for symmetrical environments only.
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filled squares! represent averages pooled over all syllables
with voiced initial and final consonants, regardless of place
of production. For reference, formant values for the null en-
vironments are also shown. For the back/central vowels, the
most consistent effect appears to be a tendency for theF1

values of vowels flanked by voiced stops to be slightly lower
than those in unvoiced-stop environments. For /#/, the differ-
ence inF1 between voiced and unvoiced environments is
approximately 75 Hz for both men and women, but for the
remaining back/central vowels the difference is quite small,
typically averaging no more than 15–20 Hz. For the front
vowels, the largest voicing-related differences are downward
shifts in F1 in voiced environments averaging about 90 Hz
for /(/, 90–120 Hz for /}/, 70–100 Hz for /,/, and negligible
for /i/. In general, the tendency forF1 values to be somewhat
lower in the environment of voiced consonants is consistent
with the findings of SH. We assume that these shifts inF1

values are due at least in part to the slightly lower position of
the larynx for voiced as compared to unvoiced consonants,
with this difference carrying over into the vowel in the case
of initial consonants and being anticipated in the case of final
consonants.

Figures 10 and 11 show the effects of consonant voicing

separately for initial and final consonant environments. For
example, in Fig. 10, which shows initial environments, the
values identified as unvoiced represent averages pooled over
all non-null syllables with an unvoiced initial consonant, in-
dependent of either the place or voicing of the final conso-
nant. Based strictly on visual inspection, Figs. 10 and 11
appear to show the same kinds of effects that were seen in
symmetrical environments, but reduced in magnitude. The
voicing effects, therefore, appear to derive approximately
equally from initial and final consonants. The apparent at-
tenuation of voicing effects in Figs. 10 and 11 is not surpris-
ing since half of the syllables whose formant values were
pooled to calculate the means identified as voiced in Fig. 10,
for example, were from syllables containing an unvoiced fi-
nal consonant.

5. Spectral change patterns

Formant movement patterns, averaged across all pho-
netic environments, are shown in Fig. 12. The figure was
created by connecting a line between the average formant
values sampled at 20% of vowel duration and the average
formant values sampled at 70% of vowel duration. The sym-
bol for each vowel category is plotted at the location of the

FIG. 7. Average formant frequencies at steady state as a function of the
place of articulation of the initial consonant for men~top panel! and women
~bottom panel!.

FIG. 8. Average formant frequencies at steady state as a function of the
place of articulation of the final consonant for men~top panel! and women
~bottom panel!.

755 755J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Hillenbrand et al.: Effects of consonant environment



second measurement; the larger symbols show formant val-
ues for the men. There are some similarities between these
spectral change patterns and those observed in our earlier
study of /hVd/ utterances~e.g., compare Fig. 12 with Fig. 1
of Hillenbrand and Nearey, 1999!, but there are some impor-
tant differences as well. Differences include:~a! the central-
ized offglide that was observed for /)/ in the /hVd/ data is
apparent in Fig. 12 as well, but the magnitude of the spectral
movement is considerably attenuated;~b! the centralized off-
glide that was observed for /#/ in the /hVd/ data is not evi-
dent in the present data;~c! the modest centralized offglide
that was observed for /Ä/ in the /hVd/ is not evident in the
present data; in fact, a small movement toward the periphery
is seen; and~d! the rather small centralized offglide that was
observed for /}/ in the /hVd/ is not evident in the present
data; instead, a small movement toward the periphery was
seen. Average spectral change patterns for /i/, /(/, /,/, and /u/
are grossly similar to those observed in the /hVd/ data.

6. Statistical treatment of acoustic data

A five-way factorial repeated measures analysis of vari-
ance was undertaken for the acoustic data for the stop-vowel-
stop syllables.5 The same treatment factors were considered
here as in the previous analysis of the identification data,
namely voicing and place of the initial consonant, vowel, and

voicing and place of the final consonant. In all cases, formant
frequencies were log transformed since there are clear indi-
cations that this improves the homogeneity of variance. Sig-
nificance levels were determined using the Greenhouse–
Geisser procedure for allF tests that involved more than one
degree of freedom in the numerator. Many main effects and
interactions turn out to be significant even by this conserva-
tive procedure. However, a substantial subset of the nomi-
nally significant effects accounts for a very small amount of
the total phonetic variability~TPV!. We have chosen to dis-
cuss only those significant interactions that account for at
least 0.25% of the total variance due to all phonetic factors.

a. F1 . Significant main effects were found for all five
phonetic factors: initial voicing, initial place, vowel, final
voicing, and final place.~F values,F probabilities, and other
numerical details concerning these and all other ANOVA
results on the acoustic measurements can be found in the
Appendix.! Not surprisingly, vowel effects were dominant in
F1 , accounting for 97.6% of TPV. Initial and final voicing
effects, though accounting for a very small proportion of
TPV ~0.2% and 0.3%, respectively!, showed patterns consis-
tent with previous observations. For initial consonants,
voiced stops showed formant frequencies about 5.4% lower
than voiceless. Initial and final place accounted for only

FIG. 9. Average formant frequencies at steady state as a function of the
voicing of the surrounding consonants for men~top panel! and women
~bottom panel!. Data are shown for symmetrical environments only.

FIG. 10. Average formant frequencies at steady state as a function of the
voicing of the initial consonant for men~top panel! and women~bottom
panel!.
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0.2% and 0.1% of phonetically induced variation inF1 .
Sidak-corrected tests of contrasts showed that initial labials
hadF1 values that were 2.4% above the mean, while velars
were lower by about 2.1%. Final place effects were in the
opposite direction, with final labials about 1.2% lower and
final velars about 1.8% higher than average. There was only
one significant interaction forF1 that reached the variance-
proportion criterion, namely initial voicing by vowel. This
effect accounted for only about 0.3% of TPV. Sidak-
corrected tests failed to yield any single contrast that was
significantly different from zero.

b. F2 . Four of five main effects were significant forF2 .
Vowels accounted for 91.2% of TPV~compared to over 97%
for F1!. Initial place accounted for about 2.7% of TPV.
Sidak-adjusted tests of contrasts revealed initial labial to be
significantly ~5.8%! lower, initial velars to be about 1.4%
higher, and initial alveolars to be 4.7% higher than average.
These place-induced deviations are consistent with the pat-
terns noted by SH. Final place, while still significant, had
substantially less effect onF2 at steady state, accounting for
only about 0.1% of TPV. Sidak tests showed that final labials
were about 0.9% lower and final alveolars about 1.1% higher
in frequency than average. Initial voicing accounted for
about 0.1% of TPV, with initial voiceless stops showingF2

values about 1.4% lower than voiced. Final voicing was not
significant.6

By far the largest two-way interaction was initial place
by vowel, which accounted for 4.8% of TPV. A large num-
ber of contrast coefficients were significant by the Sidak-
adjusted test~see the Appendix!. We will summarize the
general findings here. The terms ‘‘lower’’~or ‘‘higher’’ ! be-
low can be interpreted as meaning thatF2 steady states for
the initial place by vowel combination in question were
lower ~higher! than expected after adjusting for the main
effects of the initial place and vowel in question. Signifi-
cantly lower than expected were labial~by 9.7%! and velar
~by 8.8%! before /u/; alveolars before front vowels~by 4.5%
to 5.8%! and before /Ä/ ~by 2.8%!. Significantly higher than
expected were alveolars before /u/~by an egregious 21.4%!
and before /)/ ~by 5.8%!; and labials before the front vowels
/(/, /}/, and /,/! ~by 3.1% to 3.9%!. Velars were also slightly
higher than expected before /#/ ~by 1.6%! and before /(/ ~by
3.1%!. Taken together with the main effects for place, the
general trends can be viewed as being compatible with a
degree of assimilation of theF2 steady state towards roughly
the expectedF2 locus for the initial consonant.

Although a number of other second- and higher-order
interactions were significant, none accounted for more than
about 0.2% of TPV, a criterion that corresponds to less than
about 10% of the size of the main effect of initial place, or
5% of the initial place by vowel interaction.

c. F3 . The main effect of vowel accounted for 92.7% of
TPV in F3 , with /u/ and /)/ showing lower than averageF3

by about 8.5% and 5.6%, respectively. The vowels /i/ and /(/
showed significantly higher than averageF3 , by 15.8% and
2.1%, respectively.~We did not discuss the significance of
contrast coefficients for vowel main effects inF1 or F2 be-
cause they are all significant and their pattern reflects the
well-known expected locations of the vowel means in
F1–F2 space.!

The main effect of initial place accounted for 0.9% of
the TPV inF3 . Only initial velars showed a significant effect

FIG. 11. Average formant frequencies at steady state as a function of the
voicing of the final consonant for men~top panel! and women~bottom
panel!.

FIG. 12. Spectral change patterns for eight vowels averaged across all pho-
netic environments. The phonetic symbol identifying each vowel is plotted
at theF1–F2 value for the second sample of the formant pattern~measured
at 70% of vowel duration!, and a line connects this point to the first sample
~measured at 20% of vowel duration!. The larger phonetic symbols desig-
nate formant values for men.
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size, being lower than average by 0.9%. The main effect of
final voicing accounted for 0.8% of the TPV, with final
voiceless consonants showingF3 values about 1.2% lower
than voiced. Final place of articulation accounted for about
0.3% of TPV. Sidak-adjusted tests of contrasts revealed final
velars to be 0.4% lower and final alveolars to be 0.5% higher
than average.

The initial place by vowel interaction was also signifi-
cant, accounting for 2.7% of TPV~considerably more than
the place main effect!. Sidak comparisons showed initial al-
veolars and labials before /i/ and labials before /(/ to be sig-
nificantly lower than average~by 2.1% to 0.9%! while labials
before /#/ and /Ä/ and velars before /i/ were higher than av-
erage~by about 1.1% to 3.2%!. One additional two-way in-
teraction, initial voicing by vowel, was also significant for
F3 , accounting for 0.4% of TPV. However, Sidak tests of
contrasts failed to identify any specific interaction coeffi-
cients that deviated significantly from average.

d. Summary. Statistical tests revealed a number of reli-
able effects of phonetic context on steady-state formant fre-
quencies. By far the largest of these are associated with ini-
tial place of articulation inF2 . The general tendencies are in
accord with preliminary observations of SH. Examination of
the strong interaction effects of place with vowel also con-
firms that the effects of alveolars on the vowels /)/ and es-
pecially /u/ are particularly strong. The large number of re-
liable effects in the production data contrasts with the
paucity of context effects in perception. Furthermore, the
largest effects in perception do not appear to correspond to
those in the production data.

C. Discriminant analyses

Recall that in our earlier study of /hVd/ utterances~Hil-
lenbrand et al., 1995!, discriminant analyses showed that
vowels could be separated with substantially greater accu-
racy for pattern recognition models that incorporated spectral
change as compared to otherwise comparable models that
were trained on the formant pattern sampled at a single cross
section of the vowel. The main purpose of the discriminant
analyses reported here was to determine whether formant-
frequency movements contribute to the separability of vowel
categories for more complex CVC utterances in which for-
mant movements are affected both by vowel identity and
consonant environment. The pattern recognizer was a qua-
dratic discriminant analysis technique~Johnson and Winch-
ern, 1982! that was trained on various combinations ofF0 ,
duration, and the three lowest formant frequencies. The for-
mant values were sampled:~a! a single time at steady state,
or ~b! once at 20% of vowel duration and a second time at
70% of vowel duration.7 For each parameter set, the pattern
recognizer was run 12 separate times. On each run, the clas-
sifier was trained on 11 of the 12 talkers and tested on tokens
from the single talker whose utterances had been omitted
from the training. Excluded from both training and testing
were:~a! tokens showing an unmeasurable formant in a for-
mant slot that was included in the parameter list for a par-
ticular test, and~b! any token with a listener identification
error rate of 15% or greater. In all cases linear frequencies in
Hz were used.

Figure 13 shows recognition accuracy for the pattern
classifier averaged across the 12 talkers for 16 different pa-
rameter sets, with the error bars showing the standard devia-
tion calculated across the 12 talkers. It can be seen that the
accuracy of the pattern classifier is higher when the model
incorporates spectral change for all eight combinations of
acoustic features. Averaged across the feature sets, classifi-
cation accuracy was 6.1% higher for two samples of the
formant pattern as compared with a single sample at steady
state.8 As shown in Table II, the improvement in classifica-
tion accuracy for the two-sample models varies across vow-
els. Improvement with the addition of spectral change is the
greatest for /(/, /}/, and /,/, a cluster of vowels showing a
good deal of overlap in static formant space~see Fig. 5!.

As has been noted in other pattern recognition studies,
there is also a substantial improvement in category separa-
bility with the addition of vowel duration. Averaged across
the feature sets, classification accuracy was 6.3% higher with
duration than without. As shown in Table II, very large im-
provements in classification accuracy averaging some 22%–
25% were seen for /,/ and /}/. Substantial improvements of

FIG. 13. Overall vowel classification accuracy for a quadratic discriminant
classifier trained on various combinations of parameters.

TABLE II. Improvement in discriminant classification accuracy for each
vowel with the addition of~a! spectral change~column 2! or ~b! duration
~column 3!. Column 2 shows the average improvement in classification
accuracy for two samples of the formant pattern as compared to a single
sample. The averages were computed over the eight acoustic feature sets
~i.e., F1–F2–NoDuration, F1–F3–NoDuration, F0–F2–NoDuration,
F0–F3–NoDuration,F1–F2–Duration, etc.!. Column 3 shows the average
improvement in classification with the addition of duration as compared to
otherwise identical parameter sets, averaged over the eight acoustic feature
sets.

Vowel
Improvement with

spectral change
Improvement with

duration

/i/ 2.5 0.4
/(/ 14.0 11.1
/}/ 15.2 24.5
/,/ 12.8 21.9
/Ä/ 9.8 12.9
/#/ 2.8 5.1
/)/ 3.5 0.6
/u/ 4.2 0.2
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some 11%–13% were also seen for /(/ and /Ä/.
The two-sample method of capturing formant move-

ments that was used in the present study, and in several
previous studies, is not especially elegant and requires the
more-or-less arbitrary selection of two discrete time points at
which to sample the formant values. We experimented with
two alternate schemes for capturing formant movements.
One method involved fittingnth-order polynomials to the
contours ofF1–F3 , followed by training and testing of the
discriminant classifier on the coefficients of the polynomial.
The curve fit was applied either to the full vowel or to the
formant values from 20% to 70% of vowel duration. We
experimented with several different orders of polynomial fits
and different choices of sampling points. The second method
involved the use of discrete cosine transform~DCT! coeffi-
cients to code the contours of the three lowest formants, as
described by Zahorian and Jagharghi~1993!. As with the
polynomial method:~a! the coefficients were computed from
the formant values of either the full vowel or the portion of
the vowel from 20%–70% of vowel duration, and~b! we
experimented with different numbers of DCT coefficients
~see Fig. 14!. The results from these two methods were not
sufficiently promising to merit detailed description. Our
main conclusion from this work is that both the polynomial
and DCT method produced good classification results, but
neither method was found to be superior to the simpler two-
sample method that has been used in previous work.

For the listener data, we reported the results of statistical
analyses showing the effects of consonant environment on

recognition accuracy. This kind of statistical analysis is not
possible with the pattern classification results for the simple
reason that each token is given a single label by the pattern
recognizer, providing no error term comparable to the vari-
ability in labeling responses across listeners. In the section
below, we report the results of preliminary analyses that
compare listener labeling responses with the output of the
pattern classifier. However, there are two specific aspects of
the pattern recognizer which warrant examination. As noted
above, the largest context effect was a 500–600-Hz upward
shift in F2 for /u/ in the environment of initial-position al-
veolars. The obvious question is whether the pattern recog-
nizer, trained on measurements from all phonetic contexts,
would tend to misclassify /u/ in initial-position alveolar con-
texts. Using the best parameter set from those shown in Fig.
13 ~duration,F0 , and two samples ofF1–F3!, the recogni-
tion rate for /u/ in the environment of initial-position alveo-
lars was 98.3%, very similar to the 97.1% recognition rate
for /u/ averaged across all contexts. The second-largest con-
text effect was an upward shift of about 200 Hz inF2 for /)/
in the environment of initial-position alveolars. The recogni-
tion rate for /)/ in initial-position alveolar environments was
a respectable 85.1%, but lower than the recognition rate of
93.6% for /)/ averaged across all contexts.

D. Correspondence between listener identification
and discriminant analysis

As noted earlier, there is a disconnect of sorts between
the listener data on the one hand and the formant measure-
ments on the other. For example, the large number of statis-
tically reliable effects of phonetic context on the formant
frequencies contrasts sharply with the near uniformity in la-
beling accuracy across phonetic context. Additionally, the
few reliable context effects that were observed in perception
do not correspond with the largest of the effects found in the
production data. At first glance, these findings would seem to
discourage any consideration of a simple pattern recognition
model that might account for the labeling behavior of listen-
ers. However, as we have argued elsewhere~Hillenbrand and
Nearey, 1999!, it may not be adequate to compare variation
in raw acoustic patterns to listeners’ perception. The main
reason for this is that even in the simplest model of catego-
rization we can imagine, namely one based on minimum
absolute distance of a token to a set of prototypes, more than
the absolute location of a vowel token in pattern space must
be considered. Specifically, the relative similarity to other
category prototypes must also play a role. As noted in the
example above, consider that tokens of /u/ following alveo-
lars typically have much higherF2 values than the popula-
tion average of /u/. If those tokens have very low first for-
mants, then they show second formants that are still
substantially lower than /i/, the prototype of its nearest com-
petitor category. Thus, it may still strike listeners as clearly
more /u/-like than any other vowel, and hence the relatively
large acoustic variation may produce little degradation of
correct identification.

Discriminant analysis of the type reported above takes
such factors of relative similarity directly into account and
hence may provide perspective on the degree of correspon-

FIG. 14. From top to bottom:~a! the measured contours ofF1–F3 for the
vowel /,/ in /+,d/; ~b! a second-order polynomial fit to the contours; and
~c! a three-coefficient discrete cosine transform fit to the contours. Arrows
are drawn at 20% and 70% of vowel duration~see the text!.
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dence between classification by listeners and expected clas-
sification of the tokens based on the overall statistical prop-
erties of the distributions associated with each vowel. Here,
we provide a brief analysis comparing aspects of discrimi-
nant analysis and listeners’ categorization following methods
described in detail in Hillenbrand and Nearey~1999!. A qua-
dratic discriminant analysis~QDA! was again performed us-
ing all 3390 tokens for which all of the following measure-
ments were available: duration,F0 , and F1–F3 at 20% of
the vowel duration andF1–F3 at 70% of the duration. When
all the available tokens were used for both training and clas-
sification, 94.1% of the tokens were correctly classified. We
define the modal response category of the panel of listeners
as the category chosen by a plurality of listeners for each
token. Under this hard-classification criterion, the panel
showed a ‘‘modally correct’’ identification score of 98.1%,
meaning that for all but about 2% of the tokens the label
provided by a plurality of the panel agreed with the vowel
intended by the talker. This is somewhat better than the QDA
rate of 94.1%. There is substantial agreement between the
QDA and the panel at the level of the individual token:
94.6% of tokens correctly identified by the panel were also
correctly identified by QDA. There was also a reasonable
level of agreement on the misidentified tokens: of the 64
tokens that were ‘‘modally misidentified’’ by the panel, the
QDA chose the same incorrect category in 20 cases. Overall,
the percent modal agreement between the QDA and the
panel~i.e., where the panel of listeners agreed with the QDA
on the best category, whether correct or incorrect! was
93.4%.

Following Hillenbrand and Nearey~1999!, we also per-
formed acorrect-response correlation analysis, whereby the
proportion of listeners’ correct responses to each token was
compared to the predicteda posteriori probability for the
correct category from the QDA. The correct-response corre-
lation r c is defined as the Pearson correlation between the
observed and predicted scores. The value ofr c will approach
a maximum of 1.0 when variation in the relative probabilities
of correct identification by listeners is matched by covaria-
tion in the predicted probabilities on a token-by-token basis.
A modest but highly significant~p,0.001 by a randomiza-
tion test! correlation of 0.28 was observed. This is generally
similar to the value observed for the most similar model used
in Hillenbrand and Nearey~1999, see Table VIII, model A!.
As in the case of the /hVd/ stimuli studied in Hillenbrand and
Nearey, we have not yet matched listeners’ performance in
every respect. Nonetheless, the relatively simple discrimi-
nant analysis model adopted above seems to account well for
the generally high identification rates by listeners. Similarly,
it seems reasonable to suggest that lack of obvious corre-
spondence between listeners’ identification patterns and the
magnitude of specific effects of context on acoustic proper-
ties is due in large measure to the relatively large degree of
statistical separation among vowel classes. The reasonable
success of the QDA demonstrates that the acoustic distinc-
tiveness of the vowels is largely preserved despite variations
in context.

IV. DISCUSSION

To summarize briefly, the primary purpose of this study
was to evaluate the contribution of formant-frequency move-
ments to the separability of vowel categories for CVC utter-
ances involving variation in both the initial and final conso-
nants; i.e., for utterances in which formant movements are
influenced both by vowel identity and by coarticulatory phe-
nomena. Recordings were made of six men and six women
producing eight vowels~/i,(,},,,Ä,#,),u/! in isolation and in
CVC syllables comprising all combinations of seven initial
consonants ~/h,b,d,+,p,t,k/! and six final consonants
~/b,d,g,p,t,k/!. A listening test showed high identification
rates for the test utterances. More to the point, the effects of
consonant environment on vowel intelligibility, while statis-
tically significant in some cases, were quite small in magni-
tude, with only a few percent separating the most intelligible
contexts from the least intelligible. In contrast to this percep-
tual stability, acoustic analysis showed a number of effects
of consonant environment on vowel formant frequencies.
The most important of these effects, which were generally
consistent with SH, included:~1! a general tendency toward
centralization for vowels produced in non-null environments;
~2! large upward shifts inF2 of 500–600 Hz for /u/ and
200–300 Hz for /)/ in initial-position alveolar environments;
~3! an upward shift of about 100 Hz inF2 for /Ä/ and /#/ in
initial-position alveolar environments;~4! an upward shift of
about 100 Hz inF2 for back vowels in initial-position velar
environments;~5! a downward shift of about 85–100 Hz in
F2 for front vowels in initial-position labial environments;
and ~6! a tendency toward somewhat lowerF1 values for
vowels in the environment of voiced consonants.

The central question that we sought to address was
whether coarticulatory effects such as these would have the
effect of obscuring the relationships between formant move-
ment patterns and vowel identity that had been observed in
several previous studies of isolated vowels or vowels in
/hVd/ environments. Evidence from the pattern recognition
studies reported in Sec. III C above is reasonably clear. Pat-
tern recognition models that were trained on formant trajec-
tories separated vowels with consistently greater accuracy
than otherwise comparable models that were trained on static
formant patterns. The improvement in overall classification
accuracy with the addition of formant movement information
was modest, averaging about 6 percentage points, but quite
consistent across several combinations of parameters. Par-
ticularly large improvements averaging some 13–15 percent-
age points were seen for /(/, /}/, and /,/.

As we have discussed elsewhere~e.g., Nearey, 1992;
Hillenbrand and Nearey, 1999! pattern recognition evidence
is not conclusive by itself for the simple reason that showing
that a given feature improves category separability does not
by itself prove that listeners make use of that feature in per-
ception. There are, in fact, some clear examples in the litera-
ture of statistically based pattern classifiers greatly overesti-
mating the perceptual importance of acoustic features~e.g.,
Hillenbrand and Gayvert, 1993b!. As noted in the Introduc-
tion, in Hillenbrand and Nearey~1999! we were able to show
that the pattern recognition evidence implicating an impor-
tant role for spectral change in the classification of /hVd/
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syllables was not, in fact, misleading. This was done by dem-
onstrating that /hVd/ signals that had been resynthesized
with flattened vowel formants were considerably less intelli-
gible than otherwise comparable signals with formant move-
ments matching the original utterances. In the absence of
comparable perceptual evidence for the more complex CVC
utterances studied here, we are forced to rely on a prelimi-
nary examination of the level of agreement between the lis-
tener data and the classification provided by the QDA. As
discussed in Sec. III D, there are many—though by no means
all—aspects of listener behavior that can be accounted for by
a rather simple model incorporatingF0, duration, and a very
simple coding of spectral change consisting of two discrete
samples of the formant pattern.

At first glance it might have been anticipated that the
rather simple model of vowel classification that is embodied
by the discriminant classifier would have been inherently
incapable of accounting for the labeling behavior of the lis-
tener. As noted earlier, there are striking differences between
the consonant-context effects that were observed in percep-
tion and those that were observed in the acoustic data. In our
view, one of the most significant aspects of the listener data
is the near uniformity in vowel intelligibility across different
consonant environments. While there were a few statistically
reliable effects of context on vowel intelligibility, these ef-
fects were small in absolute magnitude. This stands in con-
trast to the rather large number of reliable effects in produc-
tion. Further, the largest of the effects that was observed in
perception did not correspond in any obvious way to the
largest context effects that were observed in perception. The
clearest case of the apparently complex relationship between
the production and perception data was the 500–600-Hz up-
ward shift in F2 values for /u/ following alveolar stops,
which stands in contrast to the high intelligibility of post-
alveolar /u/, which was essentially indistinguishable from the
intelligibility of /u/ in other environments. Taken together,
these findings might well be seen as clear evidence favoring
SH’s conclusion that listeners internalize knowledge about
the effects of context on vowel formants and invoke this
knowledge in perception. While this remains a plausible ac-
count of the listener data, we do not believe that there is yet
compelling evidence that a knowledge-based mechanism
such as this is required. It should be kept in mind, for ex-
ample, that the great majority of the statistically reliable con-
text effects on the formant values are rather small in absolute
terms. For example, the most consistent effect of context on
F1 values was a tendency toward lower frequencies in the
context of voiced stops, but there was only one vowel~/#/!
for which the shift reached even a modest 75 Hz, and for the

remaining vowels the shift averaged an auditorily undetect-
able 15–20 Hz. Further, of the rather large number of statis-
tically reliable effects of context onF2 values, the great ma-
jority averaged 100 Hz or less. There is, of course, the
special case of the 500–600-Hz upward shift inF2 for post-
alveolar /u/, but even for this very large context effect it is
not obvious that a simple pattern recognition approach is
incapable of accounting for the classification behavior of the
listeners. As noted earlier, this shift has the effect of moving
postalveolar /u/ upward into one of the few largely unoccu-
pied regions of the crowded English vowel space where it
remains unlikely to collide with other vowels. Our simple
pattern classifier, in fact, recognized postalveolar /u/ with
slightly greater accuracy than the recognition rate for /u/ av-
eraged across all contexts.

Having made these arguments, we do not mean to imply
that the variation in the acoustic properties of vowels in-
duced by consonantal context is devoid of perceptual conse-
quences. Specifically, we do not deny that such factors as
~compensation for! consonant–vowel coarticulation
~Strange, 1989; Nearey, 1989! or mechanisms of auditory
contrast~e.g., Lotto and Kluender, 1998; Holt, Lotto, and
Kluender, 2000! may play a role in listeners’ identification of
vowels in these stimuli. However, the preceding analyses
indicate that even a simple two-target model, similar to that
of Nearey and Assmann~1986!, is adequate to account for a
great deal of listeners’ behavior. In future work, we plan to
try to identify any systematic deviations from this baseline
model and to study the relation of any such deviations to a
wide range of hypotheses from the literature.
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APPENDIX: SIDAK-CORRECTED MULTIPLE
COMPARISON TESTS OF EFFECT COEFFICIENTS

The formula for Sidak correction ispadj512(1
2pnom)k, wherepadj is the Sidak-adjusted probability value,
pnom is the nominal alpha level of a singlet test, andk is the
number of tests in a family. The value is always less than
~and hence, significance tests are more powerful than!, but
often very close to, the simpler Bonferroni adjusted level
pnom/k. Please see Tables AI–AVI.

TABLE AI. ANOVA table for F1 . TPV is percent of total variance due to the effect in question compared to
that of all phonetic factors. Only significant effects accounting for at least 0.25% of TPV are shown.

Effect TPV MS d feffect d ferror F eps–GG1 p–GG

Voicinginit 0.52% 2.5058 1 11 22.71 1.000 000 0.000 584
Vowel 97.6% 66.849 7 77 266.35 0.000 000 0.000 000
Voicingfin 0.31% 1.4872 1 11 51.58 1.000 000 0.000 018
Voicinginit

3vowel
0.29% 0.1957 7 77 6.28 0.000 240 0.001 510
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1Some vowels, especially tokens of /,/, sometimes showed a centralized
offglide with a formant pattern that was as steady as that in the vowel
nucleus. The 60% criterion was intended to reduce the likelihood of iden-
tifying these offglides as steady-state points.

2More specifically, the procedure was equivalent to the following: For
the i th subject ~whether talker or listener!, a linear model of the
following form was estimated:Yiwpvzq5Mi1Wiw1Pip1Viv1Ziz1Qiq

1WPiwp1WViwv¯1QWiwq 1 WPViwpv 1 ¯ 1 ZQivzq 1 WPVZiwpvz

1¯PVZQipvzq1WPVZQiwpvzq . Here,w is the index for initial voicing,
p for initial place,v for vowel,z for final voicing, andq for final place. The
single corresponding capital letters indicate main-effect coefficient esti-
mates for the corresponding terms. Pairs andn-tuples indicate two- and
n-way interaction effects, respectively, while the ellipses indicate the pres-
ence of additionaln-way interaction terms. Thet values for specific effects
are calculated by taking the mean of the specific term in the formula as the
numerator and the standard error of estimate~standard deviation divided by
the number of subjects!. For example, tests of the vowel by initial place
effect would be based ont5Xpv /Spv whereXpv5n21

h i(PVipv) andSpv

5$n21
h i@PVipv2Xpv#2%1/2. This approach corresponds to one in which

the ANOVA was run via a regression model using effects-coding repeated
measures regression~Myers and Well, 1991!. As recommended by Myers
and Well, a unique error term is used for each contrast rather than using a
pooled estimate. In the case of perceptual data, with random listener and
random talker effects, atmin8 statistic was calculated from thetL ~by listen-
ers! and tT ~by talkers! analysis. The magnitude of effects is always re-
ported as a percentage above or below expected average effects for the
family ~main effect or interaction! in question. This was done using an
approximate inverse of the Studebaker~1985! arcsine transformation.

3In examining Fig. 5, Ken Stevens, who provided a critique of this manu-
script, noted the relative scarcity of tokens withF2 values of about 1500 Hz
for men and about 1700 Hz for women. Also noted for back vowels was a
paucity of tokens withF1 values of about 530 Hz for men and 600 Hz for
women. Since these values correspond roughly with the lowest resonances
of the subglottal system~Stevens, 1999!, Stevens speculated that speakers
may stay clear of these regions of formant space to avoid the alignment of
supraglottal and subglottal resonances which would have the effect of shift-
ing formant values away from the values for the uncoupled upper airway.

4The greater upward shift inF2 in initial alveolar environments relative to
SH is difficult to interpret unambiguously since the SH data included re-
sults pooled from dental and prepalatal consonants in addition to the alveo-
lar consonants used in the present study.

5Despite careful efforts to obtain fully balanced data sets, a small proportion
of the target recordings later proved unsatisfactory, leading to a small num-
ber of missing values~23 of the original 4128 utterances were omitted due
to pronunciation errors that were not noticed during the recording session!.
The problem of missing values in experiments with random factors is a
complex one, with no single widely accepted solution. While we investi-
gated the possibility of using more sophisticated measures, we could find
none that would work with problems of the size of the data at hand. We
opted for an extension of a method recommended by Myers and Well
~1991!. This is an iterative procedure which, on the first pass, substitutes
the grand mean of the complete case observations for each missing value.
On subsequent passes, the estimated value of the missing cases from the

TABLE AII. Main effect and interaction contrasts forF1 significantly dif-
ferent from zero~by Sidak adjustedt test,p–adj! for each effect in Table
AI.

Effect Level Size~%! t d f p p–adj

Voicinginit @1voice#init 22.7 24.8 11 0.000 584 0.001 169
@2voice#init 2.7 4.8 11 0.000 584 0.001 169

Vowel /i/ 243.7 228 11 0.000 000 0.000 000
/u/ 234.8 221 11 0.000 000 0.000 000
/(/ 218.6 211 11 0.000 000 0.000 002
/)/ 29.7 24.5 11 0.000 847 0.006 758
/}/ 19.9 7.8 11 0.000 008 0.000 064
/,/ 25.1 7.4 11 0.000 013 0.000 107
/#/ 40 19 11 0.000 000 0.000 000
/Ä/ 76.3 23 11 0.000 000 0.000 000

Voicingfin @1voice#fin 22.1 27.2 11 0.000 018 0.000 036
@2voice#fin 2.1 7.2 11 0.000 018 0.000 036

TABLE AIII. ANOVA table for F2 . TPV is percent of total variance due to
the effect in question compared to that of all phonetic factors. Only signifi-
cant effects accounting for at least 0.25% of TPV are shown.

Effect TPV MS d f d f e F eps–GG1 p–GG

Placeinit 2.69 3.3331 2 22 147.95 0.000 000 0.000 000
Vowel 91.2 32.2500 7 77 174.83 0.000 000 0.000 000
Placeinit

3vowel
4.84 0.8558 14 154 63.01 0.000 000 0.000 000

TABLE AIV. Main effect and interaction contrasts forF2 significantly dif-
ferent from zero~by Sidak adjustedt test,p–adj! for each effect in Table
AIII.

Effect Level Size~%! t d f p p–adj

Placeinit @lab#init 25.8 216 11 0.000 000 0.000 000
Placeinit @vel#init 1.4 4.1 11 0.001 804 0.005 402
Placeinit @alv#init 4.7 12 11 0.000 000 0.000 000
Vowel /u/ 226.9 29.5 11 0.000 001 0.000 010
Vowel /)/ 224.1 214 11 0.000 000 0.000 000
Vowel /#/ 219.5 215 11 0.000 000 0.000 000
Vowel /Ä/ 215.4 211 11 0.000 000 0.000 003
Vowel /}/ 14.6 9.6 11 0.000 001 0.000 009
Vowel /,/ 24.2 11 11 0.000 000 0.000 003
Vowel /(/ 24.7 17 11 0.000 000 0.000 000
Vowel /i/ 49.0 23 11 0.000 000 0.000 000
Placeinit

3vowel
@lab#init3/u/ 29.7 28.3 11 0.000 004 0.000 107

Placeinit

3vowel
@vel#init3/u/ 28.8 29 11 0.000 002 0.000 050

Placeinit

3vowel
@alv#init3/(/ 25.8 212 11 0.000 000 0.000 003

Placeinit

3vowel
@alv#init3/}/ 25.4 210 11 0.000 000 0.000 012

Placeinit

3vowel
@alv#init3/i/ 25 212 11 0.000 000 0.000 002

Placeinit

3vowel
@alv#init3/,/ 24.5 28.1 11 0.000 006 0.000 147

Placeinit

3vowel
@alv#init3/Ä/ 22.8 26.6 11 0.000 040 0.000 967

Placeinit

3vowel
@vel#init3/#/ 1.6 4.7 11 0.000 687 0.016 366

Placeinit

3vowel
@vel#init3/(/ 3 9.4 11 0.000 001 0.000 031

Placeinit

3vowel
@lab#init3/(/ 3.1 8.3 11 0.000 005 0.000 112

Placeinit

3vowel
@lab#init3/,/ 3.7 7.5 11 0.000 011 0.000 274

Placeinit

3vowel
@lab#init3/}/ 3.9 13 11 0.000 000 0.000 001

Placeinit

3vowel
@lab#init3/i/ 5.2 9.7 11 0.000 001 0.000 025

Placeinit

3vowel
@alv#init3/)/ 5.8 5.6 11 0.000 152 0.003 646

Placeinit

3vowel
@alv#init3@É# 21.4 12 11 0.000 000 0.000 003

TABLE AV. ANOVA table for F3 . TPV is percent of total variance due to
the effect in question compared to that of all phonetic factors. Only signifi-
cant effects accounting for at least 0.25% of TPV are shown.

Effect TPV MS d f d f e F eps–GG1 p–GG

Placeinit 0.89 0.070 345 2 22 5.80 0.009 465 0.010 973
Vowel 92.7 2.082 7 7 77 62.84 0.000 000 0.000 000
Voicingfin 0.76 0.120 22 1 11 35.66 1.000 000 0.000 093
Placefin 0.31 0.024 569 2 22 13.30 0.000 382 0.000 712
Voicinginit

3vowel
0.45 0.010 091 7 77 3.04 0.011 446 0.030 239

Placeinit

3vowel
2.7 0.030 276 14 154 7.35 0.000 000 0.000 033
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previous iteration is substituted. The estimates in question are based on all
main effects and interactions except the highest-order interaction. This pro-
cess is repeated until there is negligible change in any estimate on subse-
quent iteration. Statistics are based on standard methodology for fully bal-
anced design except that degrees of freedom for error terms in ANOVA are
based on the number of nonmissing cells associated with those terms. It is
those adjusted degrees of freedom that are reported throughout the text and
this Appendix.

6The absence of an effect for final voicing may have some relevance to SH’s
suggestion that the effects of consonant environment on vowel formants
can be attributed primarily to articulatory undershoot. Since vowels preced-
ing unvoiced stops are shorter on average than those preceding voiced stops
~see Table I!, one would presumably expect that the purely inertial effects
associated with articulatory undershoot would be greater for the shorter-
duration vowels preceding unvoiced stops. The absence of a final voicing
effect would seem to call this interpretation into question.

7Pilot testing showed that the performance of the classifier was not strongly
affected by different sampling points, making the choice of 20%–70%
somewhat arbitrary. The 20%–70% sampling points performed slightly
better than the 20%–80% points used in our earlier /hVd/ study.

8An anonymous reviewer suggested that the two-sample pattern classifier
may have outperformed the one-sample classifier simply by reducing sam-
pling error; i.e., by improving the odds that a representative sample was
obtained of the effectively steady-state formant pattern. As a quick test of
this possibility, we trained the pattern classifier on the same sets of param-
eters that were used in the tests that are summarized in Fig. 13, but tested
the recognition model on parameter sets in which the ordering of the 20%
and 70% samples was reversed. We reasoned that if the issue is simply
sampling error, then the ordering of the samples will be unimportant. How-
ever, if it is the formant trajectory that is being captured by the two-sample
method, as we argue, then the ordering of the samples will make a great
deal of difference. The results showed that the ordering of the samples
matters. Averaged across all parameter sets, classification accuracy was
10.6 percentage points higher for natural order than reverse order. Classi-
fication accuracy for the two-sample reverse-order features was also 4.3
percentage points lower on average than for a single sample of the formant
pattern. See Nearey and Assmann~1986! for comparable tests with human
listeners.
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Effect Level Size~%! t d f p p–adj

Placeinit @vel#init 20.9 23.7 11 0.003 627 0.010 840
Vowel /u/ 28.5 29.3 11 0.000 001 0.000 012
Vowel /)/ 25.6 27.9 11 0.000 008 0.000 061
Vowel /(/ 2.1 4.8 11 0.000 578 0.004 612
Vowel /i/ 15.8 12 11 0.000 000 0.000 001
Voicingfin @2voice#fin 20.6 26 11 0.000 093 0.000 186
Voicingfin @1voice#fin 0.6 6 11 0.000 093 0.000 186
Placefin @vel#fin 20.4 23.1 11 0.009 882 0.029 354
Placefin @alv#fin 0.5 5.4 11 0.000 210 0.000 629
Placeinit

3vowel
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Placeinit

3vowel
@lab#init3/(/ 21.3 24.4 11 0.001 019 0.024 169

Placeinit

3vowel
@lab#init3/i/ 20.9 24.3 11 0.001 184 0.028 022

Placeinit

3vowel
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Placeinit

3vowel
@lab#init3/Ä/ 1.4 4.9 11 0.000 494 0.011 783

Placeinit

3vowel
@vel#init3/(/ 3.2 7.8 11 0.000 008 0.000 193
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For stimuli modeling stop consonants varying in the acoustic correlates of voice onset time~VOT!,
human listeners are more likely to perceive stimuli with lowerf 0’s as voiced consonants—a pattern
of perception that follows regularities in English speech production. The present study examines the
basis of this observation. One hypothesis is that lowerf 0’s enhance perception of voiced stops by
virtue of perceptual interactions that arise from the operating characteristics of the auditory system.
A second hypothesis is that this perceptual pattern develops as a result of experience with
f 0-voicing covariation. In a test of these hypotheses, Japanese quail learned to respond to stimuli
drawn from a series varying in VOT through training with one of three patterns off 0-voicing
covariation. Voicing andf 0 varied in the natural pattern~shorter VOT, lowerf 0!, in an inverse
pattern~shorter VOT, higherf 0!, or in a random pattern~no f 0-voicing covariation!. Birds trained
with stimuli that had nof 0-voicing covariation exhibited no effect off 0 on response to novel
stimuli varying in VOT. For the other groups, birds’ responses followed the experienced pattern of
covariation. These results suggestf 0 does not exert an obligatory influence on categorization of
consonants as@VOICE# and emphasize the learnability of covariation among acoustic characteristics
of speech. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1339825#

PACS numbers: 43.71.An, 43.71.Es, 43.71.Pc@CWT#

I. INTRODUCTION

Among the world’s languages, fundamental frequency
( f 0) and voicing tend to covary. Cross-linguistically, this
observation is extremely reliable; so reliable, in fact, that this
relationship has been said to arise as a result of physiological
constraints on speech production. However, cross-linguistic
analysis demonstrates thatf 0 and the acoustic correlates of
voice onset time~VOT! covary only among consonants that
are used distinctively by languages~Kohler, 1982, 1984,
1985; Kingston, 1986; Kingston and Diehl, 1994!, thus sug-
gesting that the influence is not a mandatory consequence of
the speech-production system. Vowels immediately follow-
ing voiced consonants~e.g.,@b#, @d#, @g#! tend to have lower
f 0’s than those following voiceless consonants~e.g.,@p#, @t#,
@k#; House and Fairbanks, 1953; Lehiste and Peterson, 1961;
Mohr, 1971; Hombert, 1978; Caisse, 1982; Peterson, 1983;
Ohde, 1984!.1 For example, the fundamental frequency of
the vowel@## ~as inbud! tends to be lower in the utterance
@$## than in the syllable@### ~Kingston and Diehl, 1994!.

The covariation betweenf 0 and voicing2 in language
production has a corresponding regularity in speech percep-

tion. When listeners categorize synthetic or digitally manipu-
lated natural speech tokens of a phonetic series varying per-
ceptually from voiced to voiceless~e.g., from@ba# to @pa#!
listeners more often identify tokens as voiced~i.e., as@ba#!
when f 0 is low. For higherf 0’s, listeners more often report
hearing voiceless consonants~i.e., @pa#!. This finding is ex-
tremely robust, and has been reported across multiple pho-
netic contexts, using a variety of measures~e.g., Chistovich,
1969; Haggardet al., 1970; Fujimura, 1971; Massaro and
Cohen, 1976, 1977; Derr and Massaro, 1980; Gruenenfelder
and Pisoni, 1980; Haggardet al., 1981; Kohler, 1985; Kohler
and van Dommelen, 1986; Whalenet al., 1993; Castleman
and Diehl, 1996!.

Perception of voiced versus voiceless consonants thus
follows the regularities of speech production. Much has been
made of this correspondence and a good deal of speculation
has surrounded the question of whyf 0 and VOT covary in
speech production~e.g., Kingston and Diehl, 1994!. How-
ever, the mechanisms that govern the perceptual side of this
correspondence remain largely unknown.

Diehl and Kluender~1989! offer an hypothesis that ac-
counts for the regularities in speech perception and produc-
tion. By their auditory enhancementaccount, constellations
of articulations~such as those that lead to lowf 0 and othera!Electronic mail: lholt@andrew.cmu.edu
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characteristics of@1voice# consonants! tend to covary be-
cause these combinations confer a perceptual advantage to
the listener. The covariance off 0 and voicing in speech
production, they argue, is a result of language communities’
tendency to coordinate components of speech that have mu-
tually enhancing auditory effects. Thus, the perceptual inter-
action of f 0 and VOT evident in listening studies is due to
the stable operating characteristics of the auditory system.
For this account to provide an explanation for the perceptual
influence of f 0 on voicing categorization, it must offer the
additional hypothesis that the coupling of lowf 0’s with the
acoustic characteristics of voiced consonants interacts, in
some manner, to create an acoustic signal that is more robust
than alternative combinations. In a proposal that builds upon
the earlier work of Stevens and Blumstein~1981!, Diehl
et al. ~1995! have argued that lowf 0 contributes to the pres-
ence of low-frequency energy during and near the consonant,
thus enhancing the perception of voicing. This auditory en-
hancement account therefore implies that the natural covaria-
tion of f 0 and voicing observed across languages confers an
advantage in auditory processing by virtue of making low-
frequency energy more salient for@1voice# consonants.

In a similar vein, Kingston and Diehl~1994! have ar-
gued that mutually enhancing characteristics of speech pro-
duction are explicitly represented by a level of representation
intermediate individual acoustic/phonetic correlates of voic-
ing, like a low f 0, and higher-level representations of dis-
tinctive features~such as@1voice#!. The advantage of these
integrated perceptual properties~IPPs! is in limiting energy
expenditure in speech production and producing mutually
enhancing acoustic effects, thus aiding communication for
both the speaker and the listener. Kingston and Diehl pro-
pose that the auditory system literally treats a lowf 0 at
vowel onset and a short VOT as perceptually equivalent be-
cause both act to increase the percept of low-frequency en-
ergy near the stop consonant. Like earlier auditory enhance-
ment accounts, this hypothesis implies that the influence of
f 0 on categorization of consonants as voiced or voiceless is
a result of demands upon language to provide a robust,
readily intelligible, speech signal. The distinction of this ac-
count from earlier treatments of auditory enhancement is that
it posits an additional level of representation~Diehl et al.,
1995!.

These auditory enhancement accounts are in agreement
that the reasonf 0 acts to shift listeners’ perception of voic-
ing is that the acoustic cues provided byf 0 and voicing
interact to enhance some perceptual property~e.g., the per-
ceived presence of low-frequency energy!. By these ac-
counts, stable characteristics of the auditory system are re-
sponsible for producing perceptual interactions among the
acoustic characteristics off 0 and voicing. However, pre-
existing auditory characteristics may not be the only feasible
explanation for the interaction off 0 and voicing in speech
perception. After all,f 0 and voicing covary in speech pro-
duction and, as a result, the language environment is rich
with structured covariance. Should listeners be sensitive to
this covariance, experience with it could influence categori-
zation of voiced and voiceless consonants that vary inf 0.
That is, perceptual interactions betweenf 0 and voicing

might arise from learning. Recent results have demonstrated
the considerable influence covariation within the language
environment has upon speech perception. For example, Pitt
and McQueen~1998! have shown that listeners are sensitive
to the natural covariation of phonetic segments by demon-
strating that experimental manipulation of transitional prob-
abilities between speech sounds can elicit predictable context
effects. Saffranet al. ~1996! likewise have argued that adult
as well as infant listeners use natural covariation among syl-
lables in word segmentation.

It is possible that listeners’ experience with the natural
covariation betweenf 0 and voicing shapes speech percep-
tion. By this proposal,f 0-voicing covariation in speechpro-
duction arises from speakers’ tendency to produce voiced
consonants with lowerf 0’s than their voiceless counterparts.
Listeners may learn and use this covariation such thatf 0 and
voicing interact in speechperception. This learning account
makes fewer predictions than the auditory enhancement ac-
count about why speech production should be so patterned.
One possibility is that articulations off 0 and VOT are not
fully independent. However, as Kingston and Diehl~1994!
have argued, no one has yet explained how the articulations
of f 0 and VOT depend on one another. Whatever the nature
of the linguistic habits of speakers that promotef 0/VOT co-
variation, they remain to be fully uncovered.

The following experiment was designed to tease apart
the relative roles that stable preexisting auditory characteris-
tics and effects of experience withf 0-voicing covariation
have in explaining the influence off 0 on categorization of
consonants as voiced or voiceless. Among human listeners,
especially native English speakers who have had extensive
experience withf 0-voicing covariation, this is an extraordi-
narily difficult task. It would be most desirable to have a
population of listeners who are inexperienced with covaria-
tion betweenf 0 and voicing. Among these individuals, it
would be possible to exercise complete experimental control
over experience and thus assess relative contributions of au-
dition versus learning.

Nonhuman animals are just such a population. An ex-
tensive literature now exists to demonstrate the feasibility of
using nonhuman animals in experiments aimed at under-
standing human speech perception. For the most part, non-
human animals have provided two distinct services in devel-
oping our knowledge of speech perception. In one way, they
have served as ‘‘pristine’’ auditory systems, unblemished by
the experience with speech that human listeners bring to the
laboratory. In experiments designed to exploit this character-
istic, it is possible to examine the contributions of audition to
speech perception while factoring out potential effects of ex-
perience. From these experiments, we have learned that non-
human animals respond to speech categorically~Morse and
Snowdon, 1975; Kuhl and Miller, 1975, 1978; Waters and
Wilson, 1976!, exhibit phonetic context effects~Dent et al.,
1997; Lottoet al., 1997!, and are sensitive to acoustic trad-
ing relations~Kluender, 1991; Kluender and Lotto, 1994!.
Nonhuman animals have also provided a means of directly
manipulating experience with speech to test its effect~Klu-
enderet al., 1987, 1998; Lottoet al., 1999!. In experiments
of this sort, animals have served as a population in which
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there is the possibility of exquisite experimental control over
speech experience. These methods have allowed rather pre-
cise characterization of effects of experience that can be dif-
ficult to garner with human adult or infant listeners~see Holt
et al., 1998 for a discussion of these issues! and have led to
demonstrations that nonhuman animals exhibit learning-
dependent hallmarks of speech perception such as phonetic
categorization~Kluenderet al., 1987! and internal phonetic
category structure~Kluenderet al., 1998; Lottoet al., 1999!.

Under both experimental paradigms, nonhuman animals
have served well, demonstrating that they often respond to
speech in much the same manner as human listeners. The
present experiment is a fusion of these two experimental ap-
proaches. Here, the aim is to delineate the relative contribu-
tions of perceptual interactions arising from stable operating
characteristics of the auditory system and those arising from
experience with covariation in the environment. The present
design investigates the influence off 0 upon nonhuman ani-
mals’ responses to stimuli that vary in voicing via manipu-
lation of VOT across three conditions; two conditions pro-
vide experience withf 0-voicing covariation and a third
strictly eliminates such experience. Nonhuman animal listen-
ers are essential for this endeavor because they allow rigor-
ous experimental control over the characteristics of experi-
ence withf 0-voicing covariation.

II. EXPERIMENT

Japanese quail~Coturnix coturnix japonica!, an avian
species that has been used extensively in auditory and speech
perception research, served as listeners.@See Dooling and
Okanoya~1995! for behaviorally derived quail audiograms.#
Quail were chosen because they have proven to be very ca-
pable subjects in auditory learning tasks~Kluender et al.,
1987; Lottoet al., 1999! and avian subjects, in general, are
known to exhibit phonetic categorization that mimics essen-
tial aspects of human phonetic categorization~Kluender
et al., 1987, 1998; Lottoet al., 1999!. In addition, quail have
demonstrated the ability to respond behaviorally to voiced
versus voiceless stimuli~Kluender, 1991; Kluender and
Lotto, 1994!.

The experiment was designed to assess potential influ-
ences of auditory constraints and experience withf 0-voicing
covariation on quails’ responses to voicing asf 0 varies. To
achieve this aim, quail were assigned to one of three condi-
tions. Birds in each condition first were trained to respond to
either voiced or voiceless syllable-initial stop consonants by
pecking a key. Conditions were distinguished by the manner
that f 0 and voicing covaried in the set of stimuli used to
train the quail. For birds in the first condition,f 0 and voicing
covaried in the natural manner; voiced consonants had lower
f 0’s than voiceless consonants. A second group of quail was
trained with stimuli that varied in the reverse manner; voiced
consonants hadhigher f0’s and voiceless consonants had
lower f0’s.

A final subset of the quail experienced training stimuli
that had no orderly covariation betweenf 0 and voicing; the
two dimensions were uncorrelated among these training
stimuli. As a result, the quail in this last group received no
orderly experience withf 0-voicing covariation. Thus, this

condition provides a control group with which to compare
the other two conditions. If auditory interactions betweenf 0
and voicing influence birds’ response to novel test stimuli in
the control condition, then birds should respond more ro-
bustly to voiced consonants with lowf 0 and voiceless con-
sonants with highf 0 despite that they have no experience
with f 0-voicing covariation. If experience with covariation
between f 0 and voicing is responsible for the perceptual
trading relation, then this group of quail should exhibit no
effect of f 0 upon voicing response.

The remaining conditions are critical to the issue of
whether experience withf 0-voicing covariation influences
patterns of perception. If experience with covariation is re-
sponsible for the effect off 0 on voicing identification, quail
that experience natural covariation during training should ex-
hibit an influence off 0 on response to novel stimuli in the
direction of covariation. However, because the pattern of ex-
perience for this condition follows that observed naturally in
languages, effects observed are difficult to disentangle from
putative auditory influences. However, if quail that experi-
encereversedcovariation exhibit a ‘‘reversed’’ influence of
f 0 on response to voicing such that consonants withhigher
f 0’s are more often responded to as voiced consonants, then
the pattern of behavior should mirror that of the input cova-
riance and diverge from the pattern of results predicted by
auditory interactions.

A. Method

1. Subjects

Twenty-one adult Japanese quail~Coturnix coturnix
japonica! served as listeners in the experiment. Some of the
quail with smaller body weights failed to reach criterion per-
formance~pecking ten times more often to positive stimuli
than to negative stimuli, see Sec. II B! leaving 16 quail to
enter into testing. Free-feed weights ranged from 104 to
160 g.

2. Stimuli

a. Stimulus synthesis. A bilabial stop-consonant series of
19 stimuli varying perceptually from@ba#-@pa# was synthe-
sized using the parallel branch of the Klatt~1980! speech
synthesizer. Endpoint stimuli were based upon the produc-
tions of a single male talker who uttered ‘‘ba’’ and ‘‘pa’’ in
isolation. For all stimuli in the series, nominal formant fre-
quencies were equivalent. First through third formants
(F1 –F3) were 150, 800, and 2100 Hz, respectively, at
stimulus onset. Frequencies for all three formants changed
linearly over the next 40 ms to 750, 1220, and 2600 Hz for
F1 –F3. Formant frequencies remained at these values for
the remainder of the 250-ms total duration.

Voice onset time was modeled acoustically by varying
amplitude of voicing~Klatt parameter AV, set to zero during
VOT duration!, noise in the signal~AH555 during VOT
duration! and amplitude of the first formant~A150 during
VOT duration, to modelF1 cutback!. These parameters were
varied in 5-ms steps to mimic acoustic changes from 5 to 95
ms VOT. From this base set of stimuli, fundamental fre-
quency (f 0) was manipulated to create a full stimulus corpus
that varied in VOT ~5–95 ms! and f 0. To accomplish

766 766J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Holt et al.: Effect of f0 on quail’s response to VOT stimuli



this, the 19-member series varying perceptually from@ba#-
@pa# was synthesized at 14 differentf 0’s, 96–114 Hz in 3-Hz
steps and 135–153 Hz in 3-Hz steps. This created anf 0
3VOT stimulus space consisting of a corpus of 266 stimuli
~19 VOT values314 f 0’s!. Two distinct ranges forf 0 were
created to provide a ‘‘low’’ versus ‘‘high’’ distinction, with
non-overlapping values roughly corresponding perceptually
to male and female voice. For each stimulus,f 0 was con-
stant across the entire stimulus duration.3

b. Stimulus sampling. Typically, speech perception ex-
periments that examine phonetic labeling do so using one or
several phonetic series that vary perceptually from one
clearly identifiable phonetic endpoint to another via an
acoustic manipulation. This is generally true of both human
and nonhuman studies of speech perception. Here, one of the
primary goals is to examine the role of experience in shaping
perception. As a result, the traditional approach is adapted to
better model some of the statistical characteristics of speech
sound distributions that human listeners encounter.

Although there have been few large-scale efforts to mea-
sure the acoustic characteristics of multiple phonetic seg-
ments across multiple speakers, those that exist~e.g., Peter-
son and Barney, 1952; Lisker and Abramson, 1964! suggest
that there is a good deal of variability in the acoustic char-
acteristics of speech sounds across speakers. Fortunately for
listeners, there is also a good deal of regularity. In an early
inventory of cross-language stop-consonant voicing, for ex-
ample, Lisker and Abramson~1964! observed between- and
within-speaker variation in VOT. However, they also re-
ported very regular underlying acoustic patterns for the pho-
nemes of a particular language. Across speakers and produc-
tions, estimated VOT values tended to cluster around a
particular mean value that occurred most frequently across
productions of a particular phoneme~see Newman, 1997!. In
addition, there was variance such that values adjacent to the
mean were also observed, but less frequently. To put this
observation in more concrete terms, the measured values
roughly approximated a normal~Gaussian! distribution.
Therefore, there is reason to believe that normal distributions
are a reasonable approximation of the distributions underly-
ing variability in speech production.

In line with these observations, stimuli from the VOT
3 f 0 stimulus space were not presented equally often during
the experiment. Rather, there was a statistical structure to the
manner in which stimuli were sampled from the space. Inde-

pendent distributions for samplingf 0 and VOT were created
by modeling Gaussian~normal! distributions with variance
of 1.25 stimulus steps~based upon series of 3-Hz steps for
f 0 and 5-ms steps for VOT!. For each dimension, two dis-
tributions were created. These distributions corresponded to
high versus lowf 0 ~distribution means were 105 and 144
Hz, respectively! and voiced versus voiceless consonants
~with distribution means of 20 and 80 ms!.4 Stimuli were
presented with relative frequencies that were discrete ap-
proximations of these continuous Gaussian distributions.
Figure 1 illustrates relative frequencies forf 0 and VOT val-
ues. Using distributions off 0 and VOT values rather than
individual stimuli ~e.g., one stimulus with a lowf 0 versus
one with a high f 0! allowed for a more sensitive test of
interactions betweenf 0 and VOT because it encouraged
quail to generalize to novel stimuli. Likewise, it provided a
more realistic model off 0/VOT covariation.

c. Stimulus presentation. Stimuli were synthesized with
12-bit resolution at a 10-kHz sampling rate, matched in rms
energy and stored on a computer disk. Stimulus presentation
was under the control of an 80386 computer. After D/A con-
version~Ariel DSP-16!, stimuli were low-pass filtered~4.8-
kHz cutoff frequency, Frequency Devices #677!, amplified,
and presented to quail via a single 13-cm speaker~Peerless
11592! in a tuned enclosure providing flat frequency re-
sponse from 40 to 5000 Hz. Sound level was calibrated by
placing a small sound-level meter~Bruel & Kjaer 2232! in
the chamber with the microphone positioned at approxi-
mately the same height and distance from the speaker as a
bird’s head.

B. Procedure

1. Training stimuli

Reinforcement contingencies were structured to train
quail to respond differentially to training stimuli drawn from
the VOT distributions shown in Fig. 1~a! ~i.e., 5–35 ms VOT
versus 65–90 ms VOT!. Half of the birds in each condition
were rewarded for pecking in response to voiced stimuli
~5–35 ms VOT, designated1voice birds!. Longer VOT
~65–95 ms! signaled reinforcement for the remaining quail
~2voice birds!. The exact stimuli that were presented to
quail in a given training session were determined by ran-
domly sampling from the Gaussian distributions described
earlier ~see Fig. 1!. Stimuli were constrained in the number

FIG. 1. Sampling distributions for
voice onset time@VOT, panel~a!# and
fundamental frequency@f 0, panel~b!#
from which stimuli were drawn for
presentation to quail during training.
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of positive versus negative stimuli that could occur in a ses-
sion, but otherwisef 0 and VOT were randomly selected
from the appropriate distribution.

During training, stimuli varied by condition. One group
of quail was trained with stimuli exhibiting ‘‘natural’’ cova-
riance. That is, voiced stimuli had lowf 0 and voiceless
stimuli had highf 0. Quail in this group heard stimuli created
to mimic 5–35-ms VOT that were synthesized with anf 0
varying between 96 and 114 Hz and 65–95-ms VOT stimuli
with an f 0 of 135–153 Hz. The matching betweenf 0 and
VOT adhered to these constraints, although the precise
f 0/VOT stimuli varied randomly from within the sampling
distributions~see Fig. 1!. Another group of quail was trained
on the ‘‘reverse’’ of this covariation. These birds heard
5–35-ms VOT stimuli synthesized with anf 0 of 135–153
Hz and 65–95-ms VOT stimuli synthesized with anf 0 of
96–114 Hz. For a final group of ‘‘control’’ quail,f 0 and
VOT did not covary. Stimuli presented to these quail had
random assignment off 0 to VOT. For this group of quail,f 0
and VOT values were chosen from the sampling distribu-
tions in the same manner as for the other quail. However, no
constraints uponf 0 to VOT mapping were enforced;f 0 was
assigned randomly to VOT values. For any presentation,f 0
could be chosen from either the high or the low distribution,
independent of VOT value.

2. Training procedure

Following 18 to 22 h of food deprivation~adjusted to
each bird individually for optimal performance!5 birds were
weighed and placed in a small sound-attenuated chamber
within a larger single-wall sound-attenuated booth~Suttle
Acoustics Corp.!. In a go/no-go identification task, quail
pecked a lighted key~1.2 cm square! located 15 cm above
the floor and centered below a speaker from which stimuli
were presented. A computer recorded responses and con-
trolled reinforcement.

Following magazine training and autoshaping proce-
dures, reinforcement contingencies were gradually intro-
duced over 8 days in sessions of 60 to 72 trials. During this
time, average amplitude of the stimuli was increased from 50
to 70 dB SPL to introduce sound without startling the birds.
Average trial duration increased from 5 to 30 s, intertrial
interval decreased from 40 to 15 s, average time to reinforce-
ment increased from 5 to 30 s, and the ratio of positive to
negative trials decreased from 4:1 to 1:1. After the gradual
introduction of reinforcement contingencies over eight days,
daily training sessions consisted of 72 stimuli~36 positive
and 36 negative!.

On each trial, a stimulus was presented repeatedly once
per 1550 ms at an average peak level of 70 dB SPL. On a
trial-by-trial basis, the intensity of stimuli varied randomly
from the mean of 70 dB by60–5 dB via a computer-
controlled digital attenuator~Analog Devices 7111!. The av-
erage duration of each trial was 30 s, varying geometrically
from 10 to 65 s. The intertrial interval was 15 s. Responses
to positive stimuli were reinforced on a variable-interval
schedule by 1.5–2.5 s of access to food from a hopper be-
neath the peck key. Duration of reinforcement was also ad-
justed for each bird for consistent performance. Average in-

terval to reinforcement was 30 s~10–65 s! so that positive
stimuli were reinforced on an average of once per trial. Note
that when a trial was long~e.g., 65 s! and times to reinforce-
ment were short~e.g., 10 s!, reinforcement was available
more than once. Likewise, on shorter positive trials, rein-
forcement did not become available if time to reinforcement
was longer than the trial. Any reinforcement interval that did
not expire during one positive trial carried over to the next
positive trial. Such intermittent reinforcement encouraged
consistent peck rates during later non-reinforced testing tri-
als. During negative trials, birds were required to refrain
from pecking for 5 s for the trial to be terminated. This
procedure has been used successfully to train Japanese quail
in other speech perception tasks~Kluender, 1991; Kluender
and Lotto, 1994; Lottoet al., 1997, 1999!.

3. Testing

All birds learned quickly to respond differentially to
VOT. Birds continued to train with the distributions until
they responded with 10:1 performance for positive versus
negative stimuli. Among the 21 quail that began magazine
and autoshape training, 16 quail made it to criterion perfor-
mance and were entered in the testing procedure. Of these
birds, five were in the ‘‘natural’’ condition, seven were in the
‘‘reverse’’ condition, and four were in the ‘‘control’’ condi-
tion.

Following training, quail were tested on novel, interme-
diate members of the@ba#-@pa# series~VOT from 40 to 60 ms
in 5-ms steps! synthesized withf 0 of 105 and 141 Hz, the
modes of thef 0 sampling distributions of training stimuli. In
all, ten stimuli were tested~2 f 0’s35 novel intermediate
series members!. In each daily test session, the ten test trials
~each with a fixed trial duration of 30 s! were randomly
interspersed among normal training trials. Each testing ses-
sion began with 15 trials of training stimuli. Novel test trials
could not occur until after these 15 trials as an assurance that
birds had ‘‘settled into’’ the task before responding to test
stimuli. After these initial trials, 10 test trials were randomly
interspersed with 60 training trials for a total of 70 trials per
test session. Contingencies remained the same for training
stimuli, but during test trials no contingencies were in effect.
Birds neither received food reinforcement nor needed to re-
frain from pecking for presentation to terminate after 30 s.
Training and testing stimuli were randomly ordered for each
bird. Testing continued for 20 daily sessions, providing a
data set consisting of birds’ peck responses to 20 repetitions
of each of the ten test stimuli.

C. Results

The data set was submitted to an analysis of peck re-
sponses across high and lowf 0 for all test stimuli. For each
bird, raw pecks were collected for each test trial. There is
inherent variance in peck rates across individual birds.
Therefore, total pecks to each test stimulus were summated
across the 20 repetitions of the novel stimuli. Mean peck
rates~i.e., pecks per 30-s trial! were calculated for both high-
and low-f 0 test stimuli. These means were then transformed
into normalized peck rates by dividing peck rates to test
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stimuli by the individual quail’s highest peck rate to the ten
test stimuli. This transformation adjusted peck rates to a
scale between zero and one for each bird, thus minimizing
the variance that arises from the fact that some birds are
‘‘heavier’’ peckers than others~Bushet al., 1993!. This nor-
malization method has been used previously to mitigate
natural variance across individual animals~e.g., Lottoet al.,
1997!.

Normalized mean peck rates and corresponding standard
errors are presented in Fig. 2. Data are displayed byf 0
~black bars correspond tof 05105 Hz, white bars showf 0
5141 Hz!, sorted by condition~natural, control, reverse!,
and presented for1voice and2voice birds. Matched-pairs
t-tests were computed for the difference between normalized
peck rates to low- and high-f 0 test stimuli for1/2voice
birds in each condition.

1. Influence of ‘‘natural’’ f0 ÕVOT covariation

Birds that were trained to peck in response tovoiced
consonants and heard natural covariation off 0 and VOT
during training demonstrated a difference in their response to
novel stimuli as a function off 0. These quail pecked signifi-
cantly more~t54.80, p,0.01! to novel, intermediate VOT
series members synthesized with alow f0 ~0.75 average nor-
malized rate! than to the same stimuli synthesized with a
higher f0 ~0.39 average normalized rate!. Quail trained to
peck to voicelessconsonants in the natural condition also
exhibited a significant shift in behavior as a function off 0
(t53.02, p,0.01!, pecking more robustly to novel stimuli
with a higher f0 ~0.79 average normalized rate! than to those
with a lower f0 ~0.58 average normalized rate!.

Thus, these birds’ responses to novel stimuli mirrored
natural covariation off 0 and VOT. Quail trained to peck in
response to voiced stimuli pecked most vigorously to novel
stimuli with a low f0, whereas quail trained to peck to voice-
less stimuli responded most to stimuli with ahigh f0. This
avian pattern of results mirrors data that have been observed
in human perception~Chistovich, 1969; Haggardet al.,
1970; Fujimura, 1971; Massaro and Cohen, 1976, 1977;

Haggardet al., 1981; Whalenet al., 1993; Castleman and
Diehl, 1996!. Stimuli with high f 0 tend to be labeled as
voiceless whereas otherwise similar stimuli with a lowf 0
are more often labeled as voiced.

These data demonstrate that the influence off 0 upon
voicing need not arise from species-specific mechanisms.
However, this single condition does not allow determination
of whether the general mechanisms that may govern the in-
teraction of f 0 and voicing arise from auditory perceptual
interactions or from experience withf 0/VOT covariation.
Quail in this condition experiencedf 0 and VOT covariation
that modeled the covariation found among many of the
world’s languages. Although it is possible that experience
with this pattern of covariation may have influenced their
perception of novel stimuli, it is also possible that auditory
interactions led them to respond to stimuli with a higherf 0
as better exemplars of voiceless consonants than those with
lower f 0. Thus, it is necessary to turn to the behavior of quail
in the remaining conditions to evaluate the relative influence
of auditory constraints and learning.

2. Outcome of the control condition: No f0 ÕVOT
covariation

First, consider the control condition in whichf 0 and
VOT did not covary during training. For stimuli presented to
quail in this condition,f 0 and voicing characteristics varied
independently. If experience with covariation rather than au-
ditory enhancement explains the effect off 0 upon VOT la-
beling for ‘‘natural’’ quail, there should be no effect off 0
upon responses of control quail in this condition. However, if
the auditory system conspires to bias low-f 0 stimuli to be
responded to as short VOT stimuli, control quail should peck
in a manner that mirrors effects typically observed for En-
glish listeners.

In fact, quail in the control condition didnot demon-
strate an influence off 0 upon their pecking behavior. With
no covariation betweenf 0 and VOT in the training stimuli,
quail exhibited no effect off 0 on response to novel stimuli.
Neither the birds trained to peck tovoiced consonants
~t50.56,p50.30, average normalized peck rates of 0.53 and
0.58 for low and highf 0, respectively! nor those trained to
respond tovoicelessconsonants~t51.05, p50.18, average
normalized peck rates of 0.75 and 0.79 for low and highf 0,
respectively! were influenced byf 0.

3. Influence of ‘‘reverse’’ f0 ÕVOT covariation

Consider, now, the final condition. If experience with
f 0/VOT covariation is responsible for effects observed in the
‘‘natural’’ quail, then covariation in the opposite direction
~i.e., low f 0 paired with voiceless consonants! should influ-
ence birds’ behavior in the opposite manner. In fact, birds
trained to peck tovoicedconsonants for which covariation
with f 0 was in the direction opposite natural covariation
exhibited a significant difference in their pecking behavior
contingent onf 0 ~t54.26, p,0.01!, pecking most vigor-
ously to stimuli with highf 0 ~0.83 average normalized rate!
and less to stimuli with lowf 0 ~0.51 average normalized
rate!. Birds’ behavior mirrored the covariation inherent in

FIG. 2. Average normalized peck rates to low~105 Hz, black bars! versus
high ~141 Hz, white bars! f 0. For each VOT3 f 0 covariation condition
~natural, reverse, control!, data is presented for birds reinforced to peck to
voiced stimuli~1voice! and for those reinforced to peck to voiceless stimuli
~2voice!.
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their training stimuli and was opposite the direction pre-
dicted by auditory enhancement hypothesis. Thus, these data
suggest that the influence off 0 on VOT labeling is not
bound to correspondence with the pattern typically observed
in the world’s languages, but rather is influenced by the pat-
tern of f 0/VOT covariation present in the speech input.

The results for birds trained to peck tovoicelessconso-
nants are less clear in that they did not exhibit a significant
effect of f 0 upon their response to novel stimuli~t5.85, p
50.22!. Low f 0 ~0.70 average normalized rate! and highf 0
~0.75 average normalized rate! did not differentially influ-
ence quails’ pecking behavior to novel stimuli. It appears
likely that the failure to find an influence off 0 upon birds’
response to novel stimuli in this condition is related to rather
high variability. Two of the four birds in this condition did
exhibit a modest influence off 0 upon response to novel
stimuli in the direction predicted by their experience. How-
ever, the remaining quail did not differentially respond as a
function of f 0.

To summarize these results across conditions and coun-
terbalancing, birds in five of the six conditions tested~3
types of experience32 mappings to voicing! exhibited be-
havior that supports the hypothesis that experience with co-
variation is fundamental to effects off 0 upon voicing per-
ception.

4. Influence of VOT on birds’ responses

The results are therefore in line with the hypothesis that
the influence off 0 is related to experience withf 0/VOT
covariance. However, the data presented thus far have re-
ported only the influence off 0. It is possible that these re-
sults reflect a tendency by birds to respond solely on the
basis off 0, to the exclusion of VOT. If this is the case, then
the results do not bear upon the hypotheses under investiga-
tion, but rather merely reflect the ability of quail to mapf 0
variation to a pecking response. To examine this possibility,
it is necessary to inspect birds’ responses across novel VOT
stimuli, independent off 0. Figure 3, which illustrates these
data, suggests that the birds’ responses were sensitive to
VOT. Data points in Fig. 3 correspond to average normalized

peck rates to novel stimuli collapsed across the two testf 0’s
for 1voice and2voice quail. Quail differentially responded
to test stimuli varying in VOT, demonstrating that their be-
havior was not solely the result of sensitivity tof 0. Note that
the data points illustrated are drawn from the middle of the
series and can thus be expected to be ‘‘boundary’’ stimuli.
Broader identification functions are common for animal sub-
jects. Typically, this characteristic is taken as indicative of
attentional differences between animals and humans~e.g.,
Kuhl and Miller, 1978!, but it also may be due to the ani-
mals’ more limited experience with speech sounds. Quail
trained to respond to1voice exhibited a very different pat-
tern of response to novel test stimuli than did their2voice
counterparts. This indicates that althoughf 0 influenced
quails’ responses, they used bothf 0 and VOT to perform the
task.

III. DISCUSSION

The objective of the present experiment was to examine
the relative contributions of stable auditory perceptual inter-
actions and experience with covariation in understanding the
influence of f 0 upon @VOICE# labeling. Many studies have
demonstrated that listeners’ categorization of synthetic or
digitally manipulated natural speech varying perceptually
from voiced to voiceless across a phonetic series can be
shifted by changes inf 0. Stimuli with lower f 0’s are more
often categorized as voiced consonants whereas stimuli with
otherwise identical acoustic characteristics, but with higher
f 0’s, tend to be labeled as voiceless. This pattern of percep-
tion mimics patterns of speech production commonly ob-
served across languages. Voiceless consonants tend to be
produced with higherf 0’s than their voiced counterparts.

The mechanisms behind this phenomenon are largely
unknown, but there are at least two prominent hypotheses.
The first hypothesis, in line with the tenets of auditory en-
hancement~Diehl and Kluender, 1989; Kingston and Diehl,
1994; Diehlet al., 1995!, suggests that general auditory in-
teractions among mutually enhancing acoustic characteristics
of f 0 and VOT couple to improve the intelligibility of
voiced consonants with lowf 0 and voiceless consonants

FIG. 3. Average normalized peck rates collapsed across
f 0 for each condition and averaged across conditions.
Square symbols indicate2voice birds responses to
novel test stimuli that vary across the VOT series.
Circles correspond to1voice birds responses. These
data indicate that quail did not perform the task simply
by responding to changes inf 0.
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with high f 0. Another possibility is that experience with co-
variation of f 0 and voicing within the speech signal is re-
sponsible for effects off 0 upon@VOICE# labeling.

Using a nonhuman animal model, these two hypotheses
were teased apart in the present experiment. Results from
quail in the ‘‘natural’’ and ‘‘reverse’’ covariation conditions
demonstrate that experience withf 0/VOT covariance influ-
ences quails’ response to novel stimuli. Quail that responded
to 1voice and 2voice in the ‘‘natural’’ and those who
pecked to1voice in the ‘‘reverse’’ condition pecked more
often to f 0/VOT combinations that matched their pattern of
experience. One subset of these quail~those who were
trained to peck to2voice stimuli in the ‘‘reverse’’ condition!
did not adhere to this pattern of results. However,f 0 had a
null effect on responses to novel stimuli for these quail, so it
is difficult to interpret these data. Overall, three of the four
groups of quail in conditions wheref 0 covaried with VOT
demonstrated an effect off 0 upon response to novel stimuli
that mirrored the covariance experienced during training.
The data of the1voice quail in the reverse condition, espe-
cially, are difficult to explain from an account that relies
upon auditory interactions because they suggestf 0 does not
exert an obligatory influence on perception of@VOICE# con-
sonants in the absence of covariation with VOT.

The results of the ‘‘control’’ condition complement
these findings. Quail that did not experience regularity in
f 0/VOT covariation during training showed no shift in re-
sponse to test stimuli contingent onf 0. These results suggest
that the influence off 0 is not strictly related to stable mutu-
ally enhancing interactions that are auditory in nature.

A. Ties to previous experiments

The present results may relate well to findings of some
previous experiments that examined human listeners’ per-
ception of voicing as a function off 0. For example, Bern-
stein ~1983! found that adult listeners make use off 0 in
identifying words that vary in word-initial voicing~gatever-
susKate!, but 4- and 6-year-old children do not. These re-
sults are consistent with the hypothesis that experience may
play a role in determining the influence off 0 upon percep-
tion of consonantal voicing.

Likewise, Haggardet al. ~1981! reported an intriguing
cross-linguistic difference that arose serendipitously from a
study of the influence off 0 upon phoneme boundaries be-
tween voiced and voiceless consonants. One of their 35 lis-
teners identified members of a series of stimuli varying in
VOT quite differently from the rest of the listeners tested.
This listener exhibited uncharacteristically flat identification
functions across VOT, suggesting that she relied almost en-
tirely upon the f 0 variation and almost completely disre-
garded variation in VOT. Upon recalling the listener to de-
termine whether she suffered from a hearing deficit, Haggard
et al. found that the listener had been born in Italy and had
emigrated to the United States at age five, though she had no
command of Italian as an adult. Haggardet al.suggested that
these odd data might underscore the importance of early
learning in determining phoneme boundaries and acoustic
cue weighting in speech perception. Massaro and Cohen

~1976, 1977! have also reported marked individual differ-
ences in the influence off 0 on listeners’ categorization of
fricatives as /s/ versus /z/.

Although neither of these results~one a null finding for
children, the other based on a single listener! is exceptionally
strong evidence that experience plays a role in determining
the influence off 0 upon perception of voicing, coupled with
the findings of the present experiment, they hint at a role for
experience and offer intriguing possibilities for further re-
search.

Sinnott and Saporita~2000! recently have presented data
from American English and Spanish adults as well as mon-
keys ~Macaca fuscata! on the perceptual influence of first
formant (F1) transition onset frequency covariation with
gap duration in a speech series that varied fromsay to stay.
Unlike English, Spanish does not have native consonantal
cluster contrasts likesay versusstay. Incremental increases
in gap duration in Sinnott and Saporita’s stimuli caused per-
ception to change fromsayto stayfor all subjects. However,
subjects varied in their use of theF1 onset cue, which cova-
ried with gap duration. American English listeners exhibited
a strong influence ofF1-onset frequency on stimulus identi-
fication. Spanish listeners differed in the degree to which
they usedF1 onset as a cue. Monkeys did not appear to use
F1 onset at all. Sinnott and Saporita~2000! suggest that the
important factor delineating these subject populations is de-
gree of exposure to English and thus toF1 onset and gap
duration covariation. These findings thus appear to suggest a
perceptual learning component for another example of cue
covariation in speech perception.

B. The generality of auditory mechanisms

There is at least one important criticism that could be
leveled against the current experiment. The present results
are much less clear if the avian auditory system of the Japa-
nese quail is sufficiently different from the human auditory
system so as not to capture putatively important characteris-
tics that may contribute to auditory interactions betweenf 0
and voicing. Though there are significant anatomical and
physiological distinctions between avian and human auditory
systems~see, e.g., Popper and Fay, 1980!, there are several
reasons to believe that the data presented here reliably rep-
resent audition quite generally. First, avian species have been
shown to exhibit a number of effects in speech perception
that rely upon audition, with no influence of learning~e.g.,
Kluender and Lotto, 1994; Doolinget al., 1995; Dentet al.,
1997; Lottoet al., 1997!. These effects quite closely mirror
human perceptual results, so despite distinctions between
avian and human auditory systems, it appears that there is a
great deal of functional correspondence. Furthermore, the
present stimuli differed critically in VOT andf 0—two
acoustic cues that rely on rather low-frequency hearing. Pre-
viously, Kluender and Lotto~1994; Kluender, 1991! have
shown that quail are quite capable of this sort of task, exhib-
iting effects of F1 on their response to voiced and voiceless
stimuli. Thus, the conclusions drawn from the observation
that quail in the ‘‘control’’ condition failed to exhibit an
effect of f 0 upon response to novel stimuli, although depen-
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dent upon the functional correspondence of human and avian
audition, are supported by these previous positive results.

Holt et al. ~1999! have presented data from a mamma-
lian model~the chinchilla,Chinchilla villidera! performing a
similar task that provide further support for the present con-
clusions. Chinchillas’ audiograms closely model those of hu-
mans~Hendersonet al., 1969!. Furthermore, the properties
of their auditory system are well mapped and, psychoacous-
tically, their behavior corresponds quite well with that of
humans. For these reasons, chinchillas are one of the most
common species used in systems auditory neurophysiology
research. As a part of a larger project examining auditory
cues to voicing, Holtet al. ~1999! tested chinchilla percep-
tion of VOT as a function of changes inf 0. Unlike quail in
the ‘‘natural’’ and ‘‘reverse’’ conditions of the current ex-
periment, chinchillas were not trained with covariance be-
tweenf 0 and VOT. Thus, the chinchillas’ experience closely
modeled that of quail in the ‘‘control’’ condition. Their pat-
tern of response was also similar. Like control quail, chin-
chillas did not exhibit an effect off 0 upon response to voic-
ing differences. Thus, the generalizability of the current
results is supported by the fact that a mammalian species~in
possession of an auditory system that more closely models
that of humans! also fails to exhibit an effect off 0 upon
VOT response when there is no history of experience with
covariation betweenf 0 and VOT.

C. Role of learning in speech perception

The present results should not be taken as evidence
against an auditory enhancement account of speech percep-
tion. Though its emphasis is very clearly upon general audi-
tory perceptual mechanisms, the auditory enhancement ac-
count does not fail to posit a role for learning. Diehlet al.
~1990!, for example, explicitly point out that a successful
theory of speech perception must provide both an account of
‘‘the transfer function of the auditory system’’ as well as
‘‘the listener’s tacit knowledge of speech and language-
specific facts that are relevant to phonetic categorization’’~p.
244!. They go on to argue that it is presently possible to be
much more unequivocal about influences of the auditory sys-
tem than it is to be explicit about speech-relevant knowledge
of listeners. As a consequence, they begin by seeking expla-
nation ‘‘in terms of general auditory mechanisms before ap-
pealing to speech-specific tacit knowledge’’~p. 245!. We
agree that the determination of the role of experience and
learning ought to be a fundamental pursuit in understanding
speech perception. Data from nonhuman species and those
from nonspeech studies~e.g., Kluenderet al., 1998; Saffran
et al., 1999! suggest that very general learning processes
may play an important role. Furthermore, phonetic categori-
zation is unlikely to be the only domain where experience is
important to speech perception.

An important lesson from the present work is that struc-
tured experience influences perception. The speech signal, in
general, is richly structured with regularities imposed both
by physical constraints on articulatory processes and by lin-
guistic constraints that shape the habits of talkers. Experi-
ence with this structure shapes perception, and nonhuman

animal models can contribute to our understanding of these
processes.
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stops, they will be referred to here simply as ‘‘voiceless’’ stops for ease of
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2There are many acoustic cues that correlate with voicing. For example,
presence of voicing during consonant constriction, low first formant (F1)
near consonant constriction, absence of significant aspiration after conso-
nant release, relatively short closure interval, and relatively long preceding
vowel are all effective perceptual cues to the@VOICE# contrast. Lisker and
Abramson~1964! demonstrated that the primary acoustic correlate of voic-
ing is variation in voice onset time~VOT! in utterance-initial position. In its
most precise usage, VOT refers to an articulatory characteristic—namely,
the interval of time between the release of a stop consonant and the onset of
voicing of the following vowel. Hereafter, we abandon the cumbersome
phrase ‘‘acoustic correlates of voice onset time’’ and extend the usage of
VOT to include the acoustic effects of the VOT as well, sacrificing preci-
sion but preserving readability. TheStimulussection~11.A.2! describes the
precise acoustic cues synthesized to model voicing in the present experi-
ment.

3There has been a good deal of debate about whether overall frequency of
f 0 or direction of f 0 contour contributes more reliable cues to voicing
~e.g., Lea, 1973; Umeda, 1981; Ohde, 1982; Silverman, 1986; Castleman
and Diehl, 1996!. Rather than modeling these more complex aspects off 0,
the present stimuli had a flatf 0. As a result, these stimuli might be thought
to model initial or peakf 0, each of which has been found to systematically
vary as a function of voicing~Umeda, 1981!. There is substantial evidence
that stimuli synthesized with flatf 0 contours influence listeners’ perception
of voicing.

4These distributions differ in some ways from what is typical of English
voicing categories. For example, the modal VOT values for the voiced and
voiceless distributions were 20 and 80 ms, respectively. The mid-point
‘‘boundary’’ for these stimuli was thus approximately 50 ms VOT whereas,
in English, the labial VOT boundary is approximately 25 ms~Lisker and
Abramson, 1964!. This difference was tolerated in an effort to avoid inclu-
sion of stimuli with VOT values less than or equal to 0 ms for fear that the
0-ms boundary might introduce unwanted discontinuities in the stimulus
set. Another difference is that the standard deviations of our stimuli were
equivalent across voiced and voiceless modes. Lisker and Abramson~1964!
have shown that the standard deviations of VOT distributions depend on
modal VOT; shorter VOT categories tend to have smaller standard devia-
tions than longer VOT categories. This detail of distributions was not mod-
eled here. Manipulations of both distribution modes and standard devia-
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5Optimal performance was operationally defined as the highest ratio of
pecks to positive versus negative stimuli. Birds are idiosyncratic in the
amount of food deprivation necessary to achieve stable optimal perfor-
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Classic non-native speech perception findings suggested that adults have difficulty discriminating
segmental distinctions that are not employed contrastively in their own language. However, recent
reports indicate a gradient of performance across non-native contrasts, ranging from near-chance to
near-ceiling. Current theoretical models argue that such variations reflect systematic effects of
experience with phonetic properties of native speech. The present research addressed predictions
from Best’s perceptual assimilation model~PAM!, which incorporates both contrastive
phonological and noncontrastive phonetic influences from the native language in its predictions
about discrimination levels for diverse types of non-native contrasts. We evaluated the PAM
hypotheses that discrimination of a non-native contrast should be near-ceiling if perceived as
phonologically equivalent to a native contrast, lower though still quite good if perceived as a
phonetic distinction between good versus poor exemplars of a single native consonant, and much
lower if both non-native segments are phonetically equivalent in goodness of fit to a single native
consonant. Two experiments assessed native English speakers’ perception of Zulu and Tigrinya
contrasts expected to fit those criteria. Findings supported the PAM predictions, and provided
evidence for some perceptual differentiation of phonological, phonetic, and nonlinguistic
information in perception of non-native speech. Theoretical implications for non-native speech
perception are discussed, and suggestions are made for further research. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1332378#

PACS numbers: 43.71.Hw, 43.71.Es, 43.71.Ft@KRK#

I. INTRODUCTION

Adults’ perception of speech contrasts is strongly influ-
enced by experience with the phonological system of their
native language~e.g., Abramson and Lisker, 1970!. A tradi-
tional account for this phenomenon has been a perceptual
version of the concept that a native-language ‘‘phonological
filter’’ operates in production of non-native segments~Poli-
vanov, 1931; Trubetskoy, 1939/1969!. That is, it has been
assumed that mature listeners have difficulty discriminating
phonetic distinctions that do not occur as a native phonologi-
cal contrast. Perhaps the most widely cited example of such
perceptual difficulty is the poor discrimination of English
/r/-/(/ by speakers of languages that lack this contrast, such as
Japanese~e.g., Goto, 1971; Miyawakiet al., 1975; Mochi-
zuki, 1981; Best and Strange, 1992; MacKainet al., 1981!.
Similarly poor non-native speech perception performance
has been documented for speakers of other languages. For

example, English speakers have difficulty discriminating
contrasts such as Hindi retroflex versus dental stops and
Nthlakampx velar versus uvular ejectives~Werker et al.,
1981; Werker and Tees, 1984!. Discrimination in such cases
is near chance, in striking contrast to the ceiling-level per-
formance typically found with native language distinctions.

What is it about native language experience that results
in such difficulties with non-native speech discrimination?
One type of explanation emphasized exposure in early devel-
opment as being critical to the ‘‘tuning’’ of relevant sensori-
neural mechanisms. For example, some argued that innate,
linguistically specialized neural mechanisms, initially tuned
to universal settings of phonetic categories and/or bound-
aries, are modified by early exposure to specific phonetic
features~e.g., Eimas, 1975, 1991!. Others posited the nonlin-
guistic view that early exposure to specific acoustic proper-
ties maintains or enhances the tuning of prewired psycho-
physical mechanisms that respond selectively to those
properties ~e.g., Aslin and Pisoni, 1980!. Such prewired
mechanisms are generally assumed, by the latter view, to be
components of general auditory processing skills that are
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part of our mammalian~or vertebrate! evolutionary endow-
ment ~e.g., Kuhl, 1988; Dooling, 1989!.

It has since become apparent, however, that neither ac-
count of critical early tuning can adequately explain all as-
pects of adults’ non-native speech perception. Numerous
studies have shown that discrimination of unfamiliar pho-
netic contrasts can be improved even in adults through ex-
tensive natural experience, intensive laboratory training, or
experimental manipulations that reduce task memory de-
mands~e.g., Loganet al., 1991; Lively et al., 1993; Pisoni
et al., 1982; MacKainet al., 1981; Strange and Dittman,
1984; Werker and Logan, 1985; Werker and Tees, 1984!.
That is, exposure need not occur early in development—even
limited exposure in adulthood can improve performance to
some extent.1 In response to those findings, some have pro-
posed that language experience affects higher-level processes
that remain malleable, such as phonological encoding or
memory retention, rather than lower-level sensorineural re-
sponsivities that are relatively permanently changed by early
experience~Tees and Werker, 1984; Werker and Tees,
1984!.

Further damaging to the sensorineural tuning hypotheses
is the fact that early exposure to specific phonetic or acoustic
properties, or lack thereof, does not guarantee good versus
poor discrimination, respectively. For example, discrimina-
tion of non-native stop voicing contrasts is poor in American
English listeners~Abramson and Lisker, 1970!, despite the
fact that the range of voice onset times~VOTs! involved is
amply manifested in English stop allophones~cf. MacKain,
1982!, and adults’ discrimination levels for non-native con-
trasts are not systematically related to whether or not the
associated phonetic features occur within the listeners’ native
language~Polka, 1992!. Native English speakers’ discrimi-
nation of four Hindi dental-retroflex stop consonant contrasts
differing in voicing ~prevoiced, voiceless unaspirated, voice-
less aspirated, and breathy voiced! varied between poor and
excellent, irrespective of whether the specific voicing type
occurs in English~Polka, 1991!. Conversely, adults discrimi-
nate certain non-native contrasts quite well, even with virtu-
ally no prior exposure to their distinctive phonetic-acoustic
features in speech. American English listeners show very
good to excellent discrimination of Zulu click consonants,
despite their lack of experience or training with such clicks
~Bestet al., 1988!.

Two important conclusions can be drawn from these
findings: Adult discrimination of non-native speech contrasts
is not uniformly poor, as the classic view would have it.
Instead, we see wide variation in performance level, from
poor to excellent, that does not depend on the presence or
absence of the critical phonetic/acoustic features in native
speech.

If early sensorineural tuning fails to explain the variation
in non-native speech discrimination, then what does account
for it? Several recent theoretical models posit that native
speech experience provides an organizing perceptual frame-
work that shapes discrimination of unfamiliar speech con-
trasts. Best’s perceptual assimilation model~PAM: Best,
1994a, b, 1995; Bestet al., 1988!, Flege’s speech learning
model ~SLM: Flege, 1986, 1990, 1995; cf. Guionet al.,

2000!, and Kuhl’s Native Language Magnet model~NLM:
Grieser and Kuhl, 1989; Iverson and Kuhl, 1996; Kuhl,
1991, 1992; Kuhlet al., 1992! all presume that adults’ dis-
crimination of non-native speech contrasts is systematically
related to their having acquired a native speech system.
However, the models differ in how they conceive of the na-
tive perceptual framework, as in ongoing theoretical debates
about speech perception. One basic view is that speech per-
ception depends on the same general-purpose auditory pro-
cesses employed for perception of nonspeech sounds~e.g.,
Diehl and Kluender, 1989; Kluender, 1994; Kuhl, 1988; cf.
theorical overview in Best, 1995!. An opposing view is that
a specialized linguistic-phonetic module is involved in per-
ception of speech alone~Liberman et al., 1967; Liberman
and Mattingly, 1989!. Also under debate is whether the per-
ceptual mechanisms, whether general or specialized, operate
on acoustic~e.g., Diehl and Kluender, 1989; Kuhl, 1988,
1991, 1992! or articulatory information~e.g., Best, 1995;
Fowler, 1986, 1989; Liberman and Mattingly, 1989!.

SLM addresses primarily how adult speakers acquire
phonological segments for a second language~L2!, particu-
larly in production and particularly by relatively experienced
L2 speakers. It proposes that non-native phones are
‘‘equivalence-classified’’ relative to native language~L1!
phonemes on the basis of phonetic similarity. New L2 pho-
nological categories are more likely to be developed, hence
produced~and perceived! fairly accurately, the more dissimi-
lar they are from the closest native phonemes. SLM remains
neutral regarding general versus specialized mechanisms and
extraction of acoustic versus linguistic-phonetic information
from speech.

NLM instead proposes that early in life, listeners de-
velop acoustic prototypes for native phonemic categories.
NLM assumes that speech perception involves general audi-
tory mechanisms that process acoustic rather than specifi-
cally phonetic information. In NLM, native prototypes have
magnetlike effects, in which the nearby perceptual space is
‘‘shrunk,’’ making it more difficult to discriminate phonetic
variation around prototypes than around non-prototypes, or
poor exemplars, of the same category. So NLM, unlike SLM,
predicts an asymmetry for discriminating prototypical versus
non-prototypical stimuli. Listeners fail to develop prototypes
for non-native categories, due to lack of relevant acoustic
experience. Hence within-category discrimination for non-
native phones is expected to be uniform rather than asym-
metrical.

Both SLM and NLM have contributed importantly to
our understanding of the perception of non-native speech
segments, and have generated substantial research. In a quest
to account for discrimination of nonnativecontrasts, how-
ever, they both have limitations. SLM’s primary shortfall is
its focus on individual phonemes—it makes no explicit pre-
dictions about discrimination of non-native contrasts~Flege,
personal communication!. As for NLM, recent concerns have
been raised that the perceptual magnet effect may not be
robust across listener groups~Lively, 1993; cf. Friedaet al.,
1999!. Moreover, given listeners’ frequent identification of
the ‘‘non-prototype’’ stimuli as exemplars of a different cat-
egory altogether than the prototype, the asymmetry in dis-
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crimination may actually reflect better between-category
than within-category discrimination~Lotto et al., 1996;
Sussman and Lauckner-Morano, 1995!, that is, the classic
phenomenon of categorical perception~Lotto et al., 1998!.
Additionally, NLM espouses basic principles of the early
tuning accounts which, as we summarized earlier, are prob-
lematic. Neither SLM nor NLM comprehensively explains
the variations in non-native discrimination that cannot be
traced to the presence versus absence of features in the lis-
teners’ language, as discussed earlier.

Those theoretical gaps are addressed by the perceptual
assimilation model~PAM!. That model was originally devel-
oped to account for the previously unexpected finding that
American English listeners discriminate Zulu clicks quite
well; the authors hypothesized that this was due to the fact
that they had perceived the clicks as nonspeech sounds~Best
et al., 1988!. Of the three non-native speech perception mod-
els, only PAM makes explicit predictions about assimilation
and discrimination differences for diverse types of non-
native contrasts. And PAM alone incorporates principles of
phonological theory, the branch of linguistics that concerns
the linguistic function and structure of the native system of
phonological contrasts. The specific phonological theory that
PAM draws from is articulatory phonology~Browman and
Goldstein, 1986, 1989, 1990a, b, 1992!, which is compatible
with PAM’s direct realist~ecological! position that what lis-
teners detect in speech is information regarding the articula-
tory gestures that generated the signal~e.g., Best, 1995;
Fowler, 1986, 1989; Fowleret al., 1990!. Gestures are de-
fined by the articulatory organs~active articulator, including
laryngeal gestures!, constriction locations~place of articula-
tion!, and constriction degree~manner of articulation! em-
ployed. We will use the term ‘‘native phoneme’’ to refer to a
functional equivalence class of articulatory variants that
serve a common phonological function, as evidenced by their
contribution to distinguishing lexical items, identifying
morpho-syntactic units, and participating in other phonologi-
cal alternations such as context-conditioned allophony. PAM
posits that non-native speech perception is strongly affected
by listeners’ knowledge~whether implicit or explicit! of na-
tive phonological equivalence classes, and that listeners per-
ceptually assimilate non-native phones to native phonemes
whenever possible, based on detection of commonalities in
the articulators, constriction locations and/or constriction de-
grees used~Best, 1993, 1994a, b, 1995!.

According to PAM~see Best, 1995!, a given non-native
phone may be perceptually assimilated to the native system
of phonemes in one of three ways:~1! as aCategorized ex-
emplar of some native phoneme, for which its goodness of fit
may range from excellent to poor;~2! as anUncategorized
consonant or vowel that falls somewhere in between native
phonemes~i.e., is roughly similar to two or more phonemes!;
or ~3! as aNonassimilable nonspeech sound that bears no
detectable similarity to any native phonemes. Adults’ dis-
crimination of a non-native contrast is predicted to depend
on how each of the contrasting phones is assimilated. Several
pairwise assimilation types are possible. The non-native
phones may be phonetically similar to two different native
phonemes and assimilate separately to them, which was

termed Two Category assimilation2 ~TC!. Both may, in-
stead, assimilate equally well or poorly to a single native
phoneme, termedSingle Category assimilation~SC!. Or both
might assimilate to a single native phoneme, but one may fit
better than the other, termed aCategoryGoodness difference
~CG!. Alternatively, one non-native phone may beUncat-
egorized, as defined above, while the other isCategorized,
forming anUncategorized–Categorized pair~UC!. Or both
non-native phones might beUncategorized speech segments
~UU!. Finally, the two phones’ articulatory properties may
both be quite discrepant from any native phonemes, and be
perceived asNon-Assimilable~NA! nonspeech sounds.

As for discrimination of non-native contrasts, it can be
hindered, aided, or unaffected by native phonology, depend-
ing on how the non-native phones relate to native phonemes
and contrasts~Best, 1994a, 1995!. Native phonology should
aid discrimination when the two phones are separated by
native phonological boundaries, but should hinder it when
both phones assimilate to the same native phoneme. How-
ever, discrimination of non-native elements that are heard as
nonspeech sounds is neither helped nor hindered by native
phonology. NA contrasts, therefore, are predicted to show
good to excellent discrimination, depending on their per-
ceived differences as nonspeech sounds. However, TC and
UC contrasts should be discriminated quite well because in
both cases the contrasting phones fall on opposite sides of a
native phonological boundary. On the other hand, with CG
and SC types, both phones assimilate to the same native
phoneme, so discriminability is hindered by native phonol-
ogy. If one phone is a good fit and the other is poor, dis-
crimination will be very good~CG difference!, but not as
good as in TC contrasts because it is hindered by assimilat-
ing to a single native phoneme. In SC cases, both non-native
phones are equivalent in phonetic goodness, hence discrimi-
nation is poor, hindered both by lack of phonological con-
trast and by lack of difference in fit. For example, Japanese
speakers are likely to assimilate English /r/ and /(/ as poor
examples of a single Japanese phoneme~/r/ or perhaps /w/:
Best and Strange, 1992; Takagi and Mann, 1995; Yamada
and Tohkura, 1992!, and discriminate the /r/-/(/ contrast
poorly. For uncategorized-uncategorized~UU! assimilations,
discrimination is less strongly affected by native phonologi-
cal equivalence classes, and should range between fair and
good, dependent on perceived similarity of the non-native
phones to each other and to the set of nearby native pho-
nemes.

The current research focuses on those contrasts involv-
ing only non-native phones that are perceptually categorized
to native phonemes, as defined above, that is, the TC, CG,
and SC assimilation types. PAM predicts the following gra-
dient of discrimination levels for these: TC.CG.SC ~Best,
1994a, 1995!. PAM’s predictions about each of these assimi-
lation types have been supported by a number of cross-
language perception studies~see Best, 1994a, b, 1995!. As
noted, English speaking adults fail to assimilate Zulu click
consonants to English consonants, instead perceiving them
as nonspeech sounds, consistent with the NA pattern. In
keeping with PAM’s predictions about non-native NA con-
trasts, discrimination of the clicks is good to very good~Best
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et al., 1988!. English listeners’ perception of clicks as non-
speech is supported by recent evidence that whereas Zulu
listeners show right ear superiority for click discrimination in
a dichotic listening task, presumed to reflect left hemisphere
language specialization, American English listeners do not
~Best and Avery, 1999!. Moreover, English-learning infants
fail to show a developmental decline in discrimination of the
clicks by 10–12 months~Best et al., 1988! comparable to
that found for other non-native consonant contrasts~e.g.,
Werker, 1989; Werker and Pegg, 1992; Werkeret al., 1981;
Werker and Lalonde, 1988!. In particular, 10–12 month olds
discriminated a click contrast but failed to do so with a non-
native contrast from Werkeret al. ~1981! on which adults’
perception had been consistent with SC assimilation~Best
et al., 1995!. In cross-language studies of adults’ non-native
speech perception, Japanese listeners displayed SC assimila-
tion of American English /r/-/(/ and CG assimilation of En-
glish /w/-/r/, with better discrimination of the latter, as pre-
dicted by PAM ~Best and Strange, 1992!. French listeners
categorized and discriminated English /w/-/r/ in a CG pat-
tern, consistent with French and English /r/ articulatory dif-
ferences~Hallé et al., 1999!.

Studies from other research groups also are consistent
with certain PAM predictions. In her study of English listen-
ers’ perception of four Hindi dental-retroflex stop contrasts
differing in voicing type, Polka~1991! reported that, based
on listeners’ descriptions of the contrasts, SC-type assimila-
tions were associated with lower discrimination performance
than TC-type assimilations, as PAM predicts. She also found
that English listeners tended to assimilate Farsi voiced velar
versus uvular stops~/g/-/G/! as a CG contrast and Salish
velar versus uvular ejectives~/k8/-/q8/! as a SC~or NA3!
contrast, with a tendency toward better discrimination of the
former distinction, as would be expected according to PAM
~Polka, 1992!.4 In another recent study, Japanese listeners’
discrimination of UU and UC assimilations of English con-
sonant contrasts fit PAM predictions in all but one UC case
~Guionet al., 2000!. Interestingly, two studies of early bilin-
guals revealed poor discrimination of contrasts that fit a SC
pattern with respect to the L1, but a TC pattern with respect
to the L2, suggesting long-term effects of L1 phonological
organization even in listeners who have been fluent in the L2
from a young age~Calderón and Best, 1996; Pallieret al.,
1997!.

However, no findings have yet been published on non-
native contrasts that clearly fit the TC pattern, i.e., in which
neither non-native phone is a good match for a native pho-
neme yet the both are perceptually assimilated to two differ-
ent native phonological classes. Evidence on the TC pattern
is important, given that the predicted excellent, nativelike~or
nearly so! levels of discrimination and categorization perfor-
mance would be quite unexpected according to the more
traditional assumption that adults should have difficulty dis-
criminating any contrasts that do not occur in the native lan-
guage~Polivanov, 1931!. Relatedly, reports are still lacking
on systematic comparison of TC, CG, and SC assimilation
types needed to evaluate PAM’s strong prediction for signifi-
cantly better discrimination of TC than CG assimilation
types, which in turn should show better discrimination of SC

types. Alternative outcome patterns remain possible for those
three types of non-native contrast. One is that there could be
equally poor discrimination for the three types of contrast, as
suggested by traditional claims about non-native speech per-
ception. As summarized earlier, this outcome is highly un-
likely in light of previous findings that discrimination levels
can differ substantially among non-native contrasts. Another
possibility might be that discrimination differences could be
determined by some other factor, such as acoustic differ-
ences among the contrasts, and not by their phonological
assimilations. To evaluate these possibilities, Experiment 1
systematically compared discrimination levels among non-
native contrasts that were expected to yield TC, CG, and SC
assimilation patterns.

II. EXPERIMENT 1

To optimize comparisons of performance among SC,
CG, and TC assimilations, all three stimulus contrasts were
taken from a single language, Zulu. None were phonological
contrasts in English. All three were differentiated by laryn-
geal gestures. The goal was to include one non-native con-
trast that American English~AE! listeners were likely to as-
similate to two contrasting English phonemes~TC!, another
that they should assimilate as a noticeable category goodness
difference within a single English phoneme~CG!, and a third
that they should assimilate with nearly equal fit to a single
phoneme in English~SC!. The following contrasts were se-
lected, based on their articulatory-phonetic characteristics
relative to English~Ladefoged and Maddieson, 1996; Mad-
dieson, 1984; Ruhlen, 1975!:

~i! voiceless versus voiced lateral fricatives~/K/-/Ì/!;
~ii ! voiceless aspirated versus ejective~glottalized! velar

stops (/kh/-/k8/);
~iii ! plosive versus implosive voiced bilabial stops

~/b/-/â/!.

The Zulu lateral fricative contrast uses a place of articu-
lation that is non-native for AE fricatives, though the articu-
latory organs and constriction locations involved are similar
to AE /(/. Voiceless–voiced fricative distinctions do occur in
AE at other constriction locations. In both languages, frica-
tive voicing contrasts are signaled by a laryngeal gesture of
glottal abduction~voiceless!, versus a glottal setting that re-
sults in vocal fold vibration~voiced!, during frication at the
supralaryngeal constriction location. In the other two Zulu
contrasts, the laryngeal distinction itself rather than the con-
striction location was non-native. Location for the Zulu velar
stop constriction corresponds to that for AE /k/. The glottal
abduction for Zulu /k/ makes it essentially identical to AE
/k/; both are narrowly transcribed as@kh#, i.e., long-lag voice
onset with positive airflow through the open glottis during
release of velar closure, resulting in aspiration. The distinc-
tive laryngeal gesture for the contrasting ejective /k8/ is a
glottal adduction, with a resulting~near-!cessation of glottal
airflow during release of the velar stop closure. The latter
laryngeal gesture is not used in utterance-initial AE stops
~although some speakers produce ejectives in forceful re-
leases of utterance-final voiceless stops!. As for the third

778 778J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Best et al.: Discrimination and assimilation of non-native consonants



Zulu contrast, the glottal setting is similar in Zulu and AE
/b/, in that Zulu /b/ displays a short unaspirated voicing lag
~i.e., @p#!, as is the case for the common@p# allophone of AE
/b/ ~which can also be realized as fully voiced@b#!. The
implosive Zulu /â/ involves voicing during bilabial closure
and release~as in the AE@b# allophone!, but adds a simulta-
neous rapid lowering of the larynx, which causes a brief
negative airflow during release. Larynx lowering is not used
distinctively in AE; but the fact that voicing continues during
Zulu /â/ release makes the implosive gesturally quite similar
to voiced AE /b/ in both location of supralarygneal constric-
tion and basic glottal setting.

Based on articulatory similarities and differences be-
tween the Zulu consonants and the most closely correspond-
ing AE consonants, the following assimilation predictions
were made: The lateral fricatives were expected to show two
category~TC! assimilation by most AE listeners, as some
phonological contrast in English, such as a voiceless apical
fricative ~e.g., /Y 2 b/, perhaps clustered with /(/! versus /(/
~voiced lateral approximant! or some voiced apical fricative
~e.g., /Z 6 c/, perhaps clustered with /(/!, which involve the
same articulators~tongue tip and dorsum, glottis!, constric-
tion locations ~dental/alveolar and posterior constrictions!,
and constriction degree~fricative! as these Zulu consonants.
The velar stops were expected to show a notable category
goodness difference~CG! in assimilation to good versus
poor AE /k/, that is, to a native consonant involving the same
articulatory organs~tongue dorsum, glottis!, constriction lo-
cation~velar!, and degree~stop!. The bilabial stops were ex-
pected to show single category~SC! assimilation as nearly
equivalent exemplars of AE /b/~same organs, constriction
location and degree!, at least for most listeners. The associ-
ated discrimination predictions were that performance would
be excellent for the lateral fricatives, quite good but signifi-
cantly lower for the velar stops, and substantially poorer for
the bilabial stops, i.e., TC.CG.SC.

Discrimination of each contrast was tested before as-
similation was assessed, to minimize the potential influence
that labeling or describing the Zulu consonants may have had
on discrimination. Given Werker and Logan’s finding~1985!
that short-term memory constraints affected English listen-
ers’ discrimination of a Hindi contrast that fits the SC defi-
nition, but not Hindi listeners’ discrimination of the same
contrast~native; TC!, we also assessed whether this factor
might influence discrimination more for SC assimilations
than for TC assimilations. A difference in memorial influ-
ences would further support the differentiation of SC and TC
contrasts. It must be noted, however, that neither PAM nor
the other two non-native speech perception models~SLM
and NLM! make explicit predictions about memorial effects
on non-native speech discrimination.

A. Method

1. Participants

The listeners were 22 native speakers of American En-
glish ~15 female, 7 male! with a mean age of 18.4 years
~range518–20 yr!, recruited from an Introductory Psychol-
ogy subject pool. Participants received course points for their
participation. None of the participants had experience with

Zulu or any other languages employing the consonant con-
trasts used in this study. None had a personal or family his-
tory of developmental speech, language, or reading disor-
ders. Five other participants were tested but their data were
later removed due to ear infection on the test day (n51),
delayed language development (n51), or familial speech
problems (n51) or reading impairments (n52).5

2. Stimulus materials

An adult female native Zulu speaker from Durban,
South Africa, was recorded producing multiple tokens of
each of the six target consonants in CV nonsense syllable
pairs. The syllables used were@Ì}#-@K}# ~lateral fricatives!,
@kha#-@k8a# ~velar stops!, and@bu#-@âu# ~bilabial stops!.6 All
syllables had high tone on the vowel.7 The syllables were
read aloud individually from a randomly ordered list contain-
ing 20 repetitions of each.

The recording was digitized on a VAX 11-780 computer
using the Haskins Laboratories’ Pulse Code Modulation
~PCM! system ~Whalen et al., 1990!. Individual syllables
were extracted and acoustically analyzed by the third author,
using a signal analysis program called HADES, which was
developed at Haskins Laboratories. The measures included
the durations of consonant noise, vowel, and full syllable;
rms amplitude of the consonantal noise; VOT~for stops
only!; spectral centroid values at 15%, 50%, and 85% into
the consonant noise; and frequency peaks forF0 and each of
the first three formants at 15%, 50%, and 85% into the
vowel. ‘‘Centroid’’ refers to the spectral center of gravity, or
amplitude-weighted mean frequency, calculated as the first
moment of a DFT. Centroid values primarily reflect front
cavity size and configuration~see Nittroueret al., 1989!.
Only those tokens that our Zulu speaker identified in a lis-
tening task as unequivocal productions of each category
were further considered. Also, any tokens displaying list in-
tonation effects or other odd voice qualities were ruled out as
potential stimuli for the perceptual tests. Six tokens were
then selected per category, matched as closely as possible
between the contrasting syllables of each pair for overall
duration, fundamental frequency and contour, and vowel for-
mant frequencies at the 50% point. The first author then in-
dependently remeasured the acoustic properties of the se-
lected stimuli~see final values, Table I!, using the Signalyze
program ~Keller, 1994! on a Macintosh computer. Note,
however, that centroid values~HADES! could not be com-
puted in Signalyze, andF0 and formant measures were
added for the first pitch pulse of each stimulus. Note also that
final formant values~Signalyze! were based on fast Fourier
transforms~FFTs! rather than linear predictive coding~LPC!
estimation~as in HADES!, and that finalF0 values~Signa-
lyze! were calculated as the inverse of the period of the glot-
tal pulse nearest to the designated time slice.

In summarizing the acoustic analyses, we use the term
‘‘discrete difference’’ to describe measures that showed no
overlap in range of values between the contrasting conso-
nants, and the term ‘‘overlapping difference’’ for measures
whose values showed partially overlapping ranges, thus in-
consistently differentiating the contrast. For the remaining
measures, the range of values for one category was com-
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TABLE I. Acoustic attributes of the stimulus tokens selected for each target category in experiment 1.

Stimulus
syllable

Syllable
durationa

Consonant
durationa

Vowel
durationa

Consonant
VOTa

Consonant
amplitudeb

Consonant
centroidc

Vowel
F1d

Vowel
F2d

Vowel
F3d

Vowel
F0d

Lateral fricatives

/Ì}/ ~voiced! 309.9
~271–336!e

108.3
~86–131!

197.6
~185–217!

25.3
~22–28!

first pulsef 475.2
~436–499!

2318.9
~2259–2384!

2813.4
~2623–2951!

204.8
~153–233!

15%g 3512.3
~3239–3722!

528.0
~499–592!

2443.6
~2384–2586!

2812.1
~2638–2943!

221.5
~214–232!

50%g 3616.5
~3549–3767!

563.0
~554–608!

2560.4
~2493–2586!

2875.5
~2676–2996!

224.0
~215–233!

85%g 3683.5
~3572–3805!

550.5
~514–592!

2539.7
~2477–2586!

2873.0
~2780–2973!

226.0
~220–231!

/K}/ ~voiceless! 345.2
~299–400!

151.7
~134–179!

187.9
~161–216!

31.8
~24–36!

first pulse 542.7
~530–577!

2279.5
~2228–2322!

2850.6
~2810–2899!

246.2
~212–267!

15% 3654.9
~3621–3685!

579.1
~561–592!

2374.1
~2322–2430!

2800.9
~2705–2907!

240.4
~236–244!

50% 3704.2
~3636–3810!

592.1
~577–608!

2495.5
~2337–2571!

2818.3
~2690–2936!

232.5
~227–239!

85% 3690.3
~3550–3810!

555.7
~514–577!

2557.8
~2509–2633!

2900.3
~2847–2959!

229.8
~221–238!

Velar stops

/kha/ ~aspirated! 284.8
~246–314!

8.5
~7–11!

202.8
~158–234!

82.5
~76–88!

30.2
~28–33!

first pitch pulse 1075.7
~1006–1162!

1546.4
~1468–1655!

2439.5
~2325–2534!

225.2
~201–262!

15% 2059.1
~1841–2423!

1076.9
~991–1177!

1519.1
~1431–1610!

2505.3
~2392–2646!

209.7
~201–219!

50% 1972.1
~1876–2268!

1063.2
~1014–1125!

1442.1
~1379–1535!

2523.9
~2467–2673!

197.6
~185–204!

85% 1913.7
~1814–2164!

1049.6
~1006–1095!

1525.3
~1438–1714!

2632.0
~2556–2750!

195.5
~188–203!

/k8a/ ~ejective! 263.5
~231–278!

37.3
~23–55!

175.4
~154–194!

88.3
~70–113!

42.3
~38–47!

first pitch pulse 1063.3
~1029–1117!

1455.8
~1319–1528!

2514.0
~2400–2661!

197.1
~134–233!

15% 2580.3
~2391–2885!

1104.2
~1029–1178!

1604.8
~1528–1729!

2552.5
~2467–2623!

203.0
~185–213!

50% 2616.5
~2408–2788!

1099.3
~1050–1170!

1584.9
~1431–1729!

2624.6
~2430–2772!

198.3
~189–204!

85% 2709.3
~2477–2937!

1112.9
~1038–1200!

1578.7
~1498–1692!

2613.4
~2452–2743!

194.9
~189–200!

Bilabial stops

/bu/ ~plosive! 261.4
~232–278!

9.7
~6–13!

248.3
~211–267!

13.5
~10–23!

15.8
~13–17!

first pitch pulse 463.4
~443–499!

895.0
~836–919!

2461.7
~2337–2586!

227.5
~211–242!

15% 2806.8
~2284–3096!

475.1
~443–494!

935.1
~886–967!

2365.5
~2307–2448!

230.5
~213–239!

50% 2707.0
~2400–3220!

476.8
~453–494!

935.1
~866–987!

2387.4
~2317–2569!

228.5
~213–244!

85% 2758.1
~2378–3216!

478.5
~463–494!

955.3
~917–987!

2424.3
~2226–2851!

232.0
~225–239!
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pletely subsumed within the range of the other~or nearly so!.
These latter measures are designated as ‘‘no difference’’
even if the means appear to diverge between the contrasting
categories, because of the complete overlap in range.

The acoustic differences for each stimulus contrast are
consistent with their productions~e.g., aerodynamic differ-
ences!. For the lateral fricatives, the discrete differences were
that the voiceless syllables showed a higherF1 at the first
vocalic pitch pulse (Mdiff567.5 Hz), a higherF0 at 15%
into the vowel (Mdiff518.9 Hz), and a longer duration of
frication (Mdiff543.4 ms, or 40% longer than voiced frica-
tives!. The overlapping differences were that voiceless
stimuli displayed inconsistently higher mean amplitude
(Mdiff56.5 rms), higher mean centroid frequency at 50%
into the frication (Mdiff587.7 Hz), higherF2 at 15% into
the vowel (Mdiff569.5 Hz), higherF0 at the first pitch pulse
and at 50% into the vowel (Mdiff541.4 and 8.5 Hz, respec-
tively!, and longer mean duration for the full syllable
(Mdiff535.3 ms or 11% longer than voiced fricative syl-
lables!. The remaining acoustic measures showed no differ-
ence. Thus, 3 of 23 measures showed discrete differences;
another 6 showed overlapping differences.

For the velar stops, the discrete differences were that
ejective release bursts were higher in amplitude
(Mdiff512.1 rms), longer in duration (Mdiff528.8 ms, or
339% longer!, and higher in centroid frequencies at all three
measured points in the consonant noise (Mdiff5653.8 Hz)
than the bursts of the aspirated stops. These properties are
consistent with phonetic descriptions of Zulu ejective velar
stops ~and our own perceptual observations of them! as
somewhat affricated. The overlapping differences were that
ejectives also had inconsistently higher meanF0 at the first
pitch pulse (Mdiff528.1 Hz) and lowerF2 at the first pitch
pulse (Mdiff590.6 Hz), but higherF2 at 15% and 50% into
the vowel (Mdiff5114.3 Hz). All other measures, including
VOT, showed no difference. Thus, 5 of 24 measures showed
discrete differences, and another 4 showed overlapping dif-
ferences.

For the bilabial stops, the discrete differences were that
the implosives had higherF0 and F1 frequencies at 15%
into the vowel (Mdiff554.7 and 23.7 Hz, respectively!, and
had higher-amplitude bursts (Mdiff510.9 rms) and substan-
tial prevoicing as compared to the small, unaspirated voicing
lag of the plosives~VOT Mdiff572.2 ms). The overlapping
differences were that the implosives had inconsistently
higher-frequency centroids at 50% and 85% into the conso-
nant noise (Mdiff5293.1 Hz), slightly shorter vowels
(Mdiff526.5 ms) but longer full-syllable durations
(Mdiff532.4 ms), higher F0 at 50% into the vowel
(Mdiff517.5 Hz), lower F1 at the first pitch pulse
(Mdiff513.2 Hz) but higherF1 at 50% and 85% into the
vowel (Mdiff517.1 Hz), and higher F2 at 50%
(Mdiff546.8 Hz) but lower F2 at 85% into the vowel
(Mdiff517.8 Hz). The remaining measures displayed no dif-
ferences. Thus, 4 of 24 measures showed discrete differ-
ences, and another 10 showed overlapping differences.

To summarize, the consonantal portions of all three
stimulus sets showed several discrete or overlapping differ-
ences between the contrasting phone sets. The velar and bi-
labial contrasts showed discrete differences in amplitude of
consonantal noise; the velar and lateral fricative contrasts
showed discrete differences in consonant noise duration
which were proportionally much larger for the velars, and
the bilabials differed in VOT. The velar contrast also dis-
played systematic and pervasive centroid frequency differ-
ences in the consonant noise bursts, whereas the lateral fri-
cative and bilabial contrasts showed systematicF0 andF1
frequency differences early in their vocalic sections. The
other acoustic measures showed inconsistent or no differ-
ences between the contrasting consonants. It is noteworthy
that English listeners show low levels of perceptual confu-
sion, across a range of signal-to-noise ratios, for native stop
and fricative voicing distinctions, as well as for native affri-
cation differences~i.e., fricative versus stop manner!. These
observations are most relevant to the Zulu contrasts tested
here. By comparison, confusion levels for native place of

TABLE I. ~Continued.!

Stimulus
syllable

Syllable
durationa

Consonant
durationa

Vowel
durationa

Consonant
VOTa

Consonant
amplitudeb

Consonant
centroidc

Vowel
F1d

Vowel
F2d

Vowel
F3d

Vowel
F0d

/âu/ ~implosive! 293.8
~260–341!

12.1
~7–33!

221.5
~204–252!

À58.7
~2105/267!

26.7
~23–31!

first pitch pulse 450.2
~405–483!

907.1
~873–927!

2472.2
~2307–2680!

230.1
~219–255!

15% 2637.8
~2389–2907!

529.8
~499–577!

877.7
~810–982!

2383.9
~2290–2493!

254.2
~238–270!

50% 2591.5
~2250–3022!

496.1
~483–514!

981.9
~935–1044!

2391.7
~2275–2462!

246.4
~227–256!

85% 2287.5
~1982–2782!

493.4
~483–499!

937.5
~826–997!

2370.9
~2275–2462!

237.8
~219–254!

aDuration in milliseconds~ms!; consonant duration refers to burst for velar and bilabial stops, to frication for lateral fricatives; VOT5voice onset time for
stops only.

bRoot mean square amplitude across full duration of consonant noise~frication or burst!.
cCentroid frequencies of consonant noise at onset, middle, and offset of noise~frication or burst!.
dFrequency in Hz at first pitch pulse and at 15%, 50%, and 85% into vowel for lowest three formants andF0 ~LPC estimates!.
eMinimum and maximum values, to nearest integer.
fFirst pitch pulse of vocalic portion.
gPercent into consonant noise~frication or burst! for centroid measures; percent into vocalic portion for formant andF0 measures.
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articulation distinctions are fairly high~Miller and Nicely,
1955!. The similarity in number of discrete acoustic differ-
ences for our three nonnative contrasts, together with the
classic findings of Miller and Nicely, offer littlea priori
acoustic basis for predicting discrimination differences.

3. Procedure

Listeners first completed a categorial AXB discrimina-
tion test for each of the three Zulu contrasts. In this proce-
dure, A and B are tokens of contrasting non-native pho-
nemes. Listeners are told to circle on their answer sheets for
each trial whether the middle item~X, or target! is the same
syllable as the first or third item. The X is a different physi-
cal token than that of the categorially matched A or B item,
so that listeners cannot make a simple acoustic identity judg-
ment ~e.g., Bestet al., 1988; Polka, 1991, 1992!. This pro-
cedure was used for several reasons:~1! Because the catego-
rial approach asks listeners to determine whether physically
different tokens have the same identity or not, it better ap-
proximates natural listening conditions than do tasks that
present physically identical tokens for judgment~as in
‘‘same’’ trials in AX tasks!. ~2! Observers display much
lower, and easily estimated, response bias in 2AFC~two al-
ternative forced choice! tasks such as AXB than in single-
interval decision tasks~e.g., AX!, and 2AFC tasks allow
measurement of sensitivity to smaller stimulus differences
than may be easily assessed with single-interval yes/no tasks
such as AX~MacMillan and Creelman, 1991, p. 134!. ~3!
The AXB task was used in the previous investigations of
PAM predictions~Bestet al., 1988; Best and Strange, 1992!.

Each AXB test contained 96 trials in 12-trial blocks~in-
terstimulus interval@ISI#51 s; intertrial interval53.5 s; in-
terblock interval55 s!, presented to listeners via audio tape.
This was the ISI used in previous PAM reports~Bestet al.,
1988; Best and Strange, 1992!;8 it should also minimize
backward and forward masking between adjacent stimuli.
Though this length of ISI might place a load on memory, we
assessed this via analysis of short term memory effects~see
the next section!. The four trial types~AAB, ABB, BBA,
BAA ! were equally represented for each contrast, and within
each test the trial order was randomized. Each of the six
tokens per stimulus set occurred four times in each trial type,
twice in A and twice in B position, but never paired with the
same opposing token more than once.

Following the discrimination tests, a second question-
naire task was conducted involving transliteration of the syl-
lables using English orthography, followed by eliciting addi-
tional descriptions, for each set of syllables, in order to
evaluate perceptual assimilations. On each trial, the six to-
kens for a given target syllable were presented. Participants
were then directed to write down what the syllable sounded
like to them, using English orthography~i.e., ‘‘spell as you
would in English’’!, if and only if the consonants sounded to
them like anything resembling English consonants. The
questionnaire then asked them to write any further descrip-
tion they could give regarding the way the stimuli sounded to
them @e.g., ‘‘it sounded like the speaker was doingI
when she pronounced the consonant’’ or ‘‘it sounded like

I ~some nonspeech sound!’’ #. Participants could not
see each others’ responses nor discuss their perceptions of
the stimuli during the test session.

Listeners were tested in groups of four to six, along one
side of a large table in a sound-attenuated room. Stimuli
were presented via an Otari MX5050 BQ-II reel-to-reel tape
deck connected to a Kenwood amplifier, which fed to a Jamo
compact loudspeaker. The speaker was centered on the op-
posite side of the table, facing the participants~approxi-
mately 3 ft from them!. Output from the loudspeaker was set
to 7063 dB, as measured from the participants’ location.

B. Results

1. Discrimination analyses

Percent correct performance was analyzed in a three-
way within-subjects analysis of variance~ANOVA ! on the
factors stimulus contrast~laterals, velars, bilabials!3trial
type ~whether X matched the first item of the trial@AAIB and
BBIA trials# versus the third@ABBI, BAAI#!3native similarity
~whether X matched the more English-like comparison item
@AAIB, BAAI# versus the less English-like one@ABBI, BBIA#!.
Trial type provides an index of memory influences. Better
performance on trials where X matches the third item of the
trial would suggest a recency-type effect, posited to reflect
auditory short-term memory constraints~see Crowder, 1971,
1973!. Native similarity was determined by considering the
phonetic properties of each Zulu phone relative to the closest
English phoneme~s!, in addition to considering the listeners’
assimilations~below!. In the case of the Zulu velar stops, the
voiceless /k/ is virtually identical to English /k/, whereas
ejective /k8/ is obviously more deviant from English /k/. Lis-
teners’ assimilations were consistent with this phonetic
analysis: they produced more orthographically regular En-
glish spellings for Zulu /k/ than for /k8/. The Zulu plosive
bilabial has essentially the same pronunciation as English /b/,
whereas the Zulu implosive /â/ is less English-like in that it
employs a non-English larynx-lowering gesture which re-
sults in negative airflow. However, determining native simi-
larity was more difficult for the Zulu lateral fricatives. Both
are deviant from English fricatives in terms of place of ar-
ticulation, both using the same tongue constriction locations
~which are similar to AE /(/!, and the voicing distinction is
virtually identical to that for AE fricatives. However, one
apparent basis of difference in English likeness is evident in
the listener assimilations. The phonotactically permissible
English spellings they wrote for the voiceless lateral fricative
~/2 b #b 2( b(/! have a higher mean frequency of occurrence in
word-initial position (MI frequency50.0166), according to the
Francis and Kuc¸era database~1982!, than did their permis-
sible spellings ~/( 6/! for the voiced lateral fricative
(MI frequency50.0037). Given the lack of other bases for de-
ciding, the voiceless lateral fricative was designated the more
English-like item for the native similarity factor.

The main effect of contrast was significant,F(2,42)
5178.91,p,0.0001. Tukey tests revealed that discrimina-
tion for the lateral fricatives was significantly better (M
595% correct, s.e.50.49! than for the velar stops (M
589.4%, s.e.51.4!, which was significantly better than for
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the bilabial stops (M565.9%, s.e.51.5! ~all p’s,0.01!.
Nevertheless, even for the bilabials discrimination was sig-
nificantly above chance~50% correct!, t(21)511.59, p
,0.001.

The main effect of trial type was only marginally sig-
nificant (p50.08). However, the trial type3contrast interac-
tion was significant,F(2,42)55.495, p,0.008. Simple ef-
fects tests revealed that trial type was significant only for the
bilabial test, F(2,21)57.29, p,0.01, with performance
higher on recency-type trials (M569.9%, s.e.51.9! than on
primacy-type trials (M561.9%, s.e.52.1!. This suggests
that auditory memory influenced discrimination of the bila-
bials, but not of the velars nor of the lateral fricatives, which
failed to show recency effects. Nonetheless, discrimination
of the bilabials was significantly above chance for both
recency-type trials,t(21)510.57, p,0.0001, and primacy-
type trials,t(21)55.57,p,0.001~see Fig. 1!.

The native similarity main effect was also significant,
F(1,27)534.41, p,0.0001. Discrimination was signifi-
cantly better when the target~X! was more English-like
(M586.79%, s.e.51.78! than when it was less English-like
~M580.13%, s.e.51.81! ~see Fig. 1!. Although the contrast
3native similarity interaction was nonsignificant, we ran a
simple effects test on it in order to determine whether the
similarity effect was significant for each contrast individu-
ally. The effect was indeed significant for each contrast: SC,
F(1,42)57.296, p,0.013; CG, F(1,42)547.518, p
,0.0001; TC, F(1,42)529.2, p,0.0001. To determine
whether the effect differed in magnitude among the three
contrasts, we then calculated difference scores~more-
English-like minus less-English-like! and conducted a

contrast3trial type ANOVA. No main effects or interactions
were significant in this analysis, and Tukey tests among the
contrasts were allns, indicating a lack of variation in mag-
nitude of the native similarity effect.

Although response bias is low for AXB and other 2AFC
discrimination procedures, we applied MacMillan and Creel-
man’s recommended bias-correction procedure to the percent
correct data~1991, p. 127!. The formula,q2AFC5@p(c)2AFC

20.5#/(120.5), yields the proportion of guessing-corrected
performance above chance, which we multiplied by 100 to
obtain corrected percent above-chance performance. Since
this is a linear transformation of the raw percentage data, the
ANOVA results were identical to those for the uncorrected
scores. Both the uncorrected and corrected cell means are
listed in Table II.

2. Assimilation patterns

English spellings and descriptions of the Zulu conso-
nants by each participant, on each contrast, were categorized
according to whether the participant used the same or differ-
ent consonant spellings for the contrasting syllable onsets, as
well as whether their additional written descriptions identi-
fied any differences they noticed in the productions or sound
of the consonants. If both consonant onsets were spelled
identically, or were phonologically equivalent in English or-
thography~e.g., CA and KA!, and the participant’s addi-
tional descriptions failed to note any other consonantal
differences,9 the participant’s assimilation pattern for that
contrast was categorized as SC. If instead the contrasting
consonants were spelled with a common letter, yet one mem-
ber of the pair was further modified by punctuation marks or

FIG. 1. The AXB discrimination performance in experiment 1 for the factors of contrast3trial type3native likeness. The three panels display results for~a!
Zulu plosive versus implosive bilabial stops~SC!, ~b! voiceless aspirated versus ejective velar stops~CG!, and~c! voiceless versus voiced lateral fricatives
~TC!.
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by additional letters to emphasize some phonetic feature
~e.g., K followed by H to indicate aspiration!, and/or the
participant’s written description noted some phonetic~or
acoustic! discrepancy between the two consonants, then the
assimilation of that contrast was considered a CG difference
within a single English consonant. That is, a perceived good-
ness difference was inferred from the discrepant notation/
description. But if the two consonant onsets were spelled
with different letters or combinations of letters that indicate
phonologically different English pronunciations, the assimi-
lation pattern was categorized as a TC type. If the spelling
and description had referred to a stimulus set as falling some-
where in between two or more English consonants~e.g.,
‘‘between ‘sh’ and ‘th’’’ or ‘‘sometimes sounds like ‘s’
sometimes like ‘sh’ or ‘zh’’’! for one or both Zulu conso-
nants, then the pattern would have been categorized as UC
~uncategorized-categorized! or UU assimilation, respec-
tively. Alternatively, if the listener gave a name or descrip-
tion only of some nonspeech sound~e.g., ‘‘snapping’’ or
‘‘popping sound’’ or ‘‘whooshing’’!, it would have been
designated as a NA type. No participants indicated that any
of the Zulu consonants were heard as uncategorized speech
sounds or as NA nonspeech sounds. That is, all were de-
scribed as English consonants or consonant sequences.

All 22 participants showed the expected TC assimilation
of the lateral fricatives to some phonological distinction in
English. Each labeled the voiceless lateral fricative as some
AE voiceless fricative or affricate involving the same articu-
lators~tongue tip/body!; ten combined this with /(/, /h/, /t/ or
/z/. For the voiced lateral fricative, ten gave the label ‘‘(,’’
five gave ‘‘z,’’ three wrote a voiced fricative combined with
other fricatives involving tongue tip/body, and the remaining
four provided clusters of voiced fricative1‘‘ (’’ ~thus com-
bining the same articulators, constriction locations, degree,
and/or laryngeal setting! ~see Table III!. A few participants
provided additional articulatory descriptions, most involving
tongue tip/body constrictions~silent ‘‘n,’’ unpronounced
‘‘ (,’’ soft ‘‘c;’’ stronger ‘‘s’’ or ‘‘ (’’ !. Only one participant
offered a more acoustic-oriented description, indicating a
‘‘slight click on the ‘(’’’ he had heard for the voiced frica-
tive.

For the velar stops, all participants were again consistent
in their assimilations, this time reporting the expected CG
difference in goodness of fit to AE /k/. All listed /k/ as their

primary response~same supralaryngeal articulator, constric-
tion location, and degree, and same laryngeal gesture!, but
all notated the ejective with a q, c, g, ch, or h or a mark such
as an apostrophe or a dash following the /k/. All but 4 par-
ticipants also wrote further descriptions of the ejective, with
16 indicating that the ejective included some unusual articu-
lation in the throat ~pharynx! ~choke; gagging; gurgle;
throaty; clearing throat; in back of throat!, and/or involving
the tongue tip/body~clucking; clicking@painful; nasalized; at
roof of mouth; Bushman-like#!, and two giving more
acoustic-oriented descriptions~slight clacking noise; broken
up!.

The bilabial stops yielded a somewhat less consistent
assimilation pattern, although about2

3 of the participants (n
515) showed the expected SC assimilation to a single AE
consonant lacking any notated differences in goodness of fit.
These SC listeners reported both bilabial consonants as /b/
~same articulatory organ, supralaryngeal constriction loca-
tion, and constriction degree! without additional spelling,
marking, or descriptive differences; however, a subset of
these did report vowel or intonation differences (n59). Dis-
crimination performance for SC listeners overall was poor
(M564.9%, s.e.51.95!; it was no higher for the subset who
noted vowel or intonation differences (M563.93%, s.e.
52.55! than for those who did not (n56: M565.87%, s.e.
52.52!. Two other participants showed a CG assimilation
pattern to /b/, providing added articulatory descriptions for
the implosive~harder; ‘‘mb’’ described as softer /b/!. Their
discrimination performance (M572.23%, s.e.52.33! was
better than that of the SC participants. Four others showed
TC assimilation as /b/ vs /v/~different constriction location
and degree!; however, their discrimination (M565.91%,
s.e.52.25! was no better than that of the SC participants. The
remaining participant failed to describe one Zulu bilabial; his
assimilation was not classifiable.

3. Discrimination reevaluated

Given the individual variations in assimilation of the
bilabial contrast, we tested whether the discrimination results
would be upheld for just the 15 participants who had shown
the predicted assimilation types on all three contrasts: TC
assimilation of the lateral fricatives, CG assimilation of the
velar stops, and SC assimilation of the bilabial stops. The
results remained essentially the same as for the full group.

TABLE II. Mean percent correct discrimination for trial type3native likeness3contrast.

Contrast

Trial type

Primacy~AAB, BBA ! Recency~BAA, ABB !

More
nativelike

Less
nativelike

More
nativelike

Less
nativelike

Zulu @bu–âu# 63.98
~27.97!a

59.32
~18.66!

73.67
~47.34!

67.85
~35.69!

Zulu @kha–k8a# 90.35
~80.71!

86.45
~72.90!

93.68
~87.36!

84.17
~68.34!

Zulu @Ì}–K}# 98.42
~96.86!

91.57
~83.14!

97.52
~95.04!

91.46
~83.29!

aValues in~ ! are corrected for guessing/bias~Macmillan and Creelman, 1991; see text!, i.e., corrected percent
above chance.
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The main effect of contrast was significant,F(2,28)
5114.01,p,0.0001, supporting the predicted performance
pattern of TC.CG.SC. The trial type main effect remained
nonsignificant, while the contrast3trial type interaction be-
came marginal,F(2,28)52.805,p,0.08. However, simple
effects tests again indicated an advantage on recency-type
trials for the bilabial contrast,F(1,14)54.41, p50.05, but
not for the fricatives or velars. Bilabial discrimination re-
mained significantly above chance both for recency-type tri-
als (M568.67%, s.e.52.36!, t(14)57.92, p,0.0001, and
primacy-type trials (M560.74%, s.e.52.83!, t(14)53.8, p
,0.002. The main effect of native similarity also remained
significant,F(1,14)518.99,p,0.0007, and did not interact
significantly with trial type or contrast. Thus, listeners who
showed the predicted assimilation for all three contrasts per-
formed better on all of them when X was more English-like.

C. Discussion

The assimilation results are largely consistent with the
PAM predictions made on the basis of articulatory-phonetic
similarities between Zulu and AE consonants. As expected,
the lateral fricatives were assimilated as a TC contrast, and
the velar stops as a CG difference within a single English
consonant, by all listeners. Over2

3 of the participants also
showed the predicted SC assimilation of the bilabial stops,
reporting no differences in the consonants’ goodness of fit to
AE /b/. The remainder, who showed either CG assimilation
of the bilabials to /b/ or TC assimilation to /b/ vs /v/ or /w/,
displayed clear responsiveness to articulatory properties, in
that they always reported hearing consonantal constrictions
involving lips as the articulator, distinguished either by a
noncontrastive difference in degree of constriction~e.g.,
‘‘more pursed or tense’’! or by a phonotactically permissible
AE contrast in constriction degree and/or location~/v/!. Most
listeners’ assimilations referred to articulatory properties of

the stimuli; that is, the listeners seem to have approached the
task as ‘‘naive phoneticians,’’ with a focus on articulators,
constriction location, and degree.

The variations in discrimination across the contrasts,
considered in light of the assimilation patterns, also sup-
ported the PAM prediction of the performance pattern TC
.CG.SC. That is, the lateral fricatives were discriminated
better than velar stops, which were discriminated better than
bilabial stops. By comparison, the Zulu click contrasts tested
by Best and colleagues~1988!, which had yielded clear NA
assimilation, were discriminated between 80.6% and 99.1%
correct. Thus, click discrimination ranged between the TC
and CG levels we found here, and was substantially better
than the SC level, again in keeping with PAM predictions.

The native similarity effects with AE listeners are of
particular theoretical interest. That discrimination perfor-
mance was influenced by the native likeness of the target
item in the AXB trials is consistent with the PAM claim that
perceivers are sensitive to variations of a native consonant.
For the CG assimilation case, this effect may appear to be
consistent with NLM predictions~Grieser and Kuhl, 1989;
Kuhl, 1992; Kuhl et al., 1992! about goodness-related dis-
crimination effects~cf. Miller, 1994; Volaitis and Miller,
1992!. Specifically, NLM predicts that discrimination should
be worst among tokens that are acoustically similar to the
prototype, and best among tokens that are non-prototypical,
of the same native category. However, our finding seems to
show the opposite pattern—better discrimination perfor-
mance for more nativelike targets~i.e., more prototypical!
and poorer performance for less nativelike~non-
prototypical! ones. Possibly, methodological differences con-
tribute to this apparent reversal of NLM findings. We em-
ployed a categorial AXB task whereas Kuhl and colleagues
tested detection of stimulus changes against a repeating
background. Perhaps the perceived equivalence between tar-
get and matching items in our categorial AXB task are
greater when the target is more English-like~i.e., corre-

TABLE III. American English-speaking adults’ assimilations of Zulu consonants. Values in parentheses indicate number of participants providing each
transcription type.

Lateral fricatives Velar stops Bilabial stops

Voiceless: /K}/ Voiced: /Ì}/ Voiceless: /ka/ (@kha#) Ejective: /k8a/ Plosive: /bu/ Implosive: /âu/

sa ~8! lb ~10! kc ~19! kc,d ~6! b ~20! be ~16!
sh ~3! z ~5! kh ~2! kIc,f ~8! bh ~1! v ~4!
slg ~3! zlh ~2! chz ~1! cki ~4! missed ~1! vb ~1!
ch ~1! thl ~2! khj ~2! mb ~1!
tsk ~6! th with z/v ~2! kchl ~2!
cth ~1! szt ~1!

aIncludes ‘‘s’’ or ‘‘hs’’ or ‘‘‘soft’ c’’ or ‘‘‘soft’ sc.’’
bIncludes ‘‘hl.’’
cIncludes ‘‘k’’ or ‘‘‘hard’ c.’’
dDescribed by all listeners with additional features: choking, throat-clearing, clacking, clicking, gagging.
eDescribed by four listeners as ‘‘harder’’’ or ‘‘with pursed lips’’ or ‘‘with tensed speech muscles.’’
fIncludes transcriptions of ‘‘k’’ with apostrophe or with epenthetic vowel after ‘‘k.’’
gIncludes ‘‘shl’’ or ‘‘chl.’’
hIncludes ‘‘zhl.’’
iIncludes ‘‘qk’’ or ‘‘gk’’ or ‘‘tk.’’
jIncludes ‘‘gh.’’
kIncludes ‘‘tz’’ or ‘‘tsc’’ or ‘‘zs.’’
lIncludes ‘‘chg.’’

785 785J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Best et al.: Discrimination and assimilation of non-native consonants



sponds to an NLM prototype! than when it is less English-
like ~i.e., corresponds to a non-prototype!. This might pro-
vide an NLM-compatible interpertation of native similarity
effects~see also Polka and Werker, 1994!. However, the na-
tive similarity effects for SC and TC assimilations are incon-
sistent with NLM expectations, given that these types in-
volve a notable difference in goodness of fit to the associated
native phoneme. That is, NLM should expect a native simi-
larity effect in discrimination only for the CG contrast, with
significant differences in magnitude of the effect between the
CG contrast and the other two types. This expectation was
not supported; all contrasts showed the effect, and its mag-
nitude did not differ significantly among them.

Two aspects of the Zulu bilabial findings must also be
addressed: above-chance discrimination by listeners who
showed SC assimilation, and poor discrimination by those
who showed TC assimilation. SC listeners’ discrimination
was poor, as predicted, but was nevertheless significantly
above chance, even according to the bias-corrected scores.
This may perhaps seem unsurprising, in light of ample evi-
dence from studies of categorical perception that within-
category discrimination is usually significantly better than
chance. But the important question is, why isn’t it at chance,
specifically in the present SC case? These listeners had failed
to detect any sort of phonological contrast, or even any dif-
ferences in phonetic goodness of fit to AE /b/. Obviously,
whatever remaining properties they detected did not support
very good discrimination. But what actual stimulus differ-
ences might they have heard? There was a reliable difference
in voicing between the unaspirated /bu/ and prevoiced /âu/;
however, both voicing values are found in allophones of AE
/b/ and are difficult for English listeners to discriminate
~Lisker and Abramson, 1967!, and few participants reported
such differences. On the other hand, nine listeners reported
differences in vowel quality or intonation, perhaps associated
with slight differences inF1 andF2 onsets, and mid-vowel
F0 differences, respectively, for /bu/ vs /âu/. Still, those who
reported such differences discriminated the Zulu bilabials no
better than those who did not.

The recency-type effect for the bilabial contrast alone
may suggest another clue, although as noted earlier, neither
PAM nor NLM and SLM makea priori predictions about
auditory memory effects on discrimination. Discrimination
in cases where the listener fails to detect either a phonologi-
cal contrast or a phonetic goodness difference would be ex-
pected to involve detection of nonlinguistic auditory differ-
ences, and thus to show an influence of auditory memory
reflected in a recency effect~see Crowder, 1971, 1973!. Re-
cency effects in discrimination would not be expected for
CG or TC assimilation, which involve detecting phonetic or
phonological differences, respectively, rather than nonlin-
guistic differences. That is, we speculate that detection of
contrastive phonological distinctions versus non-contrastive
phonetic details versus nonlinguistic auditory properties is
somehow differentiated in non-native speech perception. Al-
though this three-way division is superficially consistent with
Werker and Logan~1985!’s proposal for separate phonologi-
cal, phonetic, and auditory processing levels, our own view
more closely follows the direct realist position that listeners

detect information in signals about the nature of the event
that produced the signal. In the case of speech signals, lis-
teners could detect several types of event information: articu-
latory patterns that signal phonological distinctions in a lan-
guage, articulatory patterns that are noncontrastive phonetic
variants of phonemes in the language, or nonlinguistic as-
pects of vocal~or other! sound-producing events such as
breathiness, emotional intonation, murmuring, clacking
noise, choppiness, etc.

Consistent with the preceding reasoning, recency effects
were found for SC but not for CG or TC assimilations~see
Fig. 1!. However, the difference in mean discrimination lev-
els for the three contrasts raises the possibility that the re-
cency effect for bilabials is due simply to the generally poor
performance level rather than to the detection of nonlinguis-
tic, as opposed to phonetic or phonological, information
per se. However, we can assess this possibility by testing for
recency effects in discrimination of the nine NA~nonassimi-
lable! Zulu click contrasts examined by Best and colleagues
~1988!. Performance on those clicks was higher than the cur-
rent SC discrimination, and comparable to CG and TC dis-
crimination levels in the present study~80%–99% correct!.
Yet discrimination of the clicks apparently involved detec-
tion of nonlinguistic rather than phonetic and phonological
differences, as with the SC contrast in the current study.
Therefore, we reexamined the click discrimination data in a
new ANOVA on trial type3feature type~voicing contrasts
versus place of articulation contrasts!3phonetic contrast
~voicing contrasts: prevoiced/short-lag unaspirated,
unaspirated/long-lag aspirated, prevoiced/aspirated; place
contrasts: dental-lateral, lateral/palatal, dental/palatal!. Only
trial type was significant,F (1,8)522.71,p,0.002, indicating
a recency effect: better discrimination for trials in which the
target matched the third item of the trial (M592.95%, s.e.
50.77! rather than first item (M589.92%, s.e.51.03!. So,
recency effects appear to be associated specifically with de-
tection of nonlinguistic as opposed to phonological or pho-
netic differences, rather than being associated with poor dis-
crimination.

There is another puzzle, however. The small number of
listeners who reported TC assimilation of the bilabials
showedpoor discrimination, no better than the SC listeners.
Why? We suspect the reason that these unexpected and in-
frequent cases of TC assimilation for the bilabials, unlike the
expected and unanimous TC cases for the lateral fricatives,
showed an assimilation-discrimination discrepancy may be
attributable to task order. We had listeners complete the dis-
crimination task prior to the spelling/description task in order
to minimize influences of categorization on discrimination
performance; this was a necessary experimental control for
evaluating PAM hypotheses about the influence of percep-
tual assimilation patterns on discrimination. However, this
minority of listeners may have felt compelled to generate
some AE phonological distinction when presented with the
two bilabial categories in the second task, even though their
poor AXB performance strongly suggests that they had not
detected any such differences during the preceding discrimi-
nation task.

The more pervasive TC effect, however, was the pre-

786 786J. Acoust. Soc. Am., Vol. 109, No. 2, February 2001 Best et al.: Discrimination and assimilation of non-native consonants



dicted one of excellent discrimination in the case of unani-
mous TC assimilations of the lateral fricatives. Here, the or-
der of experimental tasks was crucial for ruling out any
possibility that categorization experience with the stimuli
could have directly affected discrimination performance
within the experimental context. This TC assimilation pat-
tern with near-ceiling discrimination is the most surprising of
the PAM predictions, from the perspective of classic reports
that adults have serious difficulties in labeling and discrimi-
nating nonnative phonetic contrasts. Moreover, this TC pat-
tern has received the least prior research attention, having
been reported only by Best and Strange~1992!, and there
only for categorical perception of a synthetic continuum
rather than of multiple natural utterances. For these reasons,
we conducted a second experiment to extend our investiga-
tion of TC assimilation to another non-native contrast from a
different language.

III. EXPERIMENT 2

For this study, we chose a stop consonant contrast from
a second African language, Ethiopian Tigrinya, which is
from a different language family~Afro-Asiatic: Semitic:
Ethiopic! than Zulu ~Niger-Kordofanian: Niger-Congo:
Bantu! ~Ruhlen, 1975!. The contrast was between the ejec-
tive bilabial versus alveolar stops /p8/ and /t8/. The conso-
nants contrasted in constriction locations that occur in AE
rather than in laryngeal gestures, as in experiment 1; the
laryngeal gesture of both was non-native to English. We also
tested discrimination of two native AE fricative voicing con-
trasts involving phonemes that had appeared in the experi-
ment 1 participants’ spellings of the Zulu lateral fricatives:
/s/-/z/ and /b/-/c/ and involved tongue tip/body as the active
articulators, for comparison to the results with that contrast.
Because the lateral fricatives had been presented with the lax
vowel /}/ in open CV syllables, which is phonotactically
impermissible in English, we used the same vowel and CV
context in all contrasts tested in experiment 2. To directly
compare the results to those for the lateral fricatives~TC! of
experiment 1, we used the same testing procedures.

A. Method

1. Participants

The listeners were 19 native speakers of American En-
glish ~10 female, 9 male! with a mean age of 18.7 years
~range518–20 yr!. None had experience with Tigrinya or
any other languages employing ejective consonants. None
had a personal or family history of developmental speech,
language, or reading disorders. Eight other participants were
tested but their data were removed from the final data set due
to developmental and/or familial speech impairments (n
55), familial language disorders (n51), or reading impair-
ments (n51) ~see footnote 5!, or chance-level discrimina-
tion of the English control contrasts (n51).

2. Stimulus materials

A male native Tigrinya speaker from Ethiopia~Eritrea!
was recorded producing multiple tokens of each of the two
non-native CV nonsense syllables /p8}/-/t8}/. The su-

pralarngeal articulators, constriction locations, and constric-
tion degrees for these two stops correspond to those of the
AE voiceless stops /p/-/t/; however, the ejective laryngeal
gesture of both is not used in English. The syllables were
read aloud individually from a randomly ordered list contain-
ing 20 repetitions of each. The AE contrasts /s}/-/z}/ and
/b}/-/c}/ were recorded according to the same procedure by a
female native AE speaker~author CTB!.10 The recordings
were digitized and analyzed as in experiment 1. Six tokens
were selected per category, matched as closely as possible
between the contrasting syllables of each pair for overall
duration, fundamental frequency and contour, and vowel for-
mant frequencies~see Table IV!.

The discrete differences between the final stimulus sets
for the contrasting Tigrinya ejectives are in the spectrum,
duration, and amplitude of the release bursts. The /t8/ bursts
were longer in duration (Mdiff58.6 ms, or 72% longer!,
higher in amplitude (Mdiff59.9 rms), higher in centroid fre-
quencies throughout (Mdiff5986.3 Hz), and had higherF2
and F3 values at the first pitch pulse of the vowel (Mdiff

5516.0 and 1182.2 Hz, respectively! than the /p8/ bursts. All
other acoustic measures on the syllables, including VOT,
showed no difference between the two categories. Acoustic
measures for the AE fricative contrasts were quite similar
between paired stimulus sets, except for the obvious voicing
difference.

3. Procedure

As in Experiment 1, listeners first completed categorial
AXB discrimination tests for the Tigrinya and AE contrasts.
Following the discrimination tasks, listeners completed the
assimilation questionnaire for each set of Tigrinya syllables,
as in experiment 1. Listeners were tested in groups of four to
six in the same experimental setup as before.

B. Results

1. Discrimination analyses

The AXB discrimination data were submitted to
ANOVA for the within-subject effects of contrast~the two
AE contrasts versus the Tigrinya contrast!3trial type ~pri-
macy versus recency!.11 This time, the only significant effect
was contrast,F (2,36)56.792, p,0.003. Discrimination per-
formance was essentially at ceiling for the two AE contrasts
~for /s/-/z/, M598.8% correct, s.e.50.33; for /b/-/c/, M
598.8% correct, s.e.50.37!, but was somewhat lower and
more variable, though still excellent, for Tigrinya /p8/-/t8/
~M591.4% correct, s.e.52.02!. The trial type effect and the
interaction were nonsignificant. Cell means for percent cor-
rect, as well as for bias-corrected percent performance above
chance, are shown in Table V.

Performance on the lateral fricatives of experiment 1
was compared to performance for each of the AE fricative
voicing contrasts in between-subject contrast3trial types
ANOVAs. Discrimination was significantly lower, though
still excellent, for Zulu /Ìe/-/Ke/ (M595% correct, s.e.
50.49! as compared to both AE /s/-/z/,F(1,39)526.243,p
,0.0001, and AE /b/-/c/, F(1,39)532.14, p,0.0001 ~see
preceding paragraph for AE means!.
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TABLE IV. Acoustic attributes of the stimulus tokens selected for each target category in experiment 2.

Stimulus
syllable

Syllable
durationa

Consonant
durationa

Vowel
durationa

Consonant
VOTa

Consonant
amplitudeb

Consonant
centroidc

Vowel
F1d

Vowel
F2d

Vowel
F3d

Vowel
F0d

Tigrinya ejectives:

/p8}/ 235.0
~223–248!e

12.0
~9–16!

157.9
~144–169!

74.8
~66–92!

40.8
~37–43!

first pulsef 456.7
~318–507!

2001.5
~1871–2190!

2632.0
~2517–2780!

127.1
~104–143!

15%g 3602.3
~3282–3993!

618.7
~593–627!

2052.3
~2027–2086!

2868.0
~2643–2998!

107.3
~105–111!

50%g 3365.8
~2977–3780!

626.3
~612–637!

2085.8
~2023–2205!

2792.8
~2742–2815!

97.3
~94–101!

85%g 3223.5
~2991–3595!

624.0
~612–630!

2068.5
~2028–2209!

2872.7
~2815–2998!

90.7
~86–97!

/t8}/ 232.8
~213–248!

20.6
~18–27!

157.1
~135–176!

75.1
~57–105!

48.7
~47–52!

first pulse 478.0
~472–490!

2517.5
~2448–2570!

3814.2
~3724–3986!

126.7
~111–145!

15% 4614.0
~4391–4848!

622.2
~612–631!

2078.0
~1885–2195!

2863.8
~2805–2937!

114.9
~106–123!

50% 4494.2
~3958–5112!

621.3
~612–631!

2088.0
~2033–2189!

2882.5
~2804–3015!

102.2
~93–106!

85% 4042.4
~3372–4874!

611.2
~551–630!

2142.3
~2033–2199!

2818.5
~2805–2936!

91.6
~86–101!

Eng. alveolar
fricatives

/s}/ 487.8
~471–509!

239.3
~221–254!

319.3
~313–329!

50.3
~49–52!

first pitch pulse 319.3
~313–329!

1677.2
~1557–1741!

2785.2
~2645–2817!

218.3
~186–237!

15% 6822.2
~6511–6971!

477.2
~468–487!

1731.3
~1713–1756!

2693.5
~2505–2821!

188.6
~188–192!

50% 7177.2
~6992–7473!

486.7
~475–496!

1722.5
~1575–1878!

2711.5
~2639–2822!

172.8
~165–174!

85% 7348.0
~6965–7750!

476.2
~461–496!

1648.2
~1617–1692!

2617.0
~2508–2791!

166.0
~159–178!

/z}/ 465.0
~440–497!

211.8
~197–244!

238.6
~222–253!

48.8
~47–51!

first pitch pulse 308.5
~299–319!

1720.3
~1554–1881!

2725.8
~2517–2804!

185.4
~179–189!

15% 6345.8
~5533–7182!

477.0
~468–483!

1781.3
~1713–1881!

2810.2
~2801–2821!

184.8
~180–190!

50% 7177.6
~6809–7563!

482.3
~466–498!

1731.3
~1554–1876!

2765.3
~2672–2831!

172.6
~168–177!

85% 7402.2
~7175–7768!

466.5
~455–481!

1698.5
~1564–1881!

2737.5
~2500–2819!

158.1
~153–161!

Eng. palatal
fricatives

/b}/ 490.7
~476–500!

256.7
~243–268!

229.1
~223–237!

46.5
~45–48!

first pitch pulse 325.0
~313–348!

1618.5
~1541–1866!

2474.0
~2203–2657!

227.5
~215–239!

15% 5477.5
~5250–5644!

478.2
~458–498!

1853.5
~1741–1866!

2740.2
~2517–2821!

186.4
~180–195!

50% 5629.3
~5473–5818!

483.0
~473–495!

1801.3
~1716–1886!

2630.7
~2495–2786!

171.4
~165–180!

85% 5539.3
~5451–5613!

482.5
~472–490!

1732.2
~1724–1744!

2714.3
~2508–3129!

168.0
~164–174!
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We also directly compared performance on the two non-
native TC contrasts in a between-subject contrast3trial type
ANOVA. There were no significant differences.

2. Assimilation patterns

Assimilation patterns were determined according to the
experiment 1 criteria. As predicted, the great majority of par-
ticipants assimilated the Tigrinya ejectives as a TC contrast
(n516). Of the 16 who showed TC assimilation, 12 re-
ported hearing /p/-/t/, that is, their assimilations were consis-
tent with the supralaryngeal articulators, constriction loca-
tions, and constriction degree. Consistent with the notion that
listeners can detect within-category phonetic differences, i.e.,
between non-native phones and the native categories to
which they are assimilated, some listeners noted deviant ar-
ticulatory details involving throat and/or larynx for the /p/-/t/
assimilations~e.g., click in the throat; windy—a lot of breath
behind it; swallowing the consonant; abruptly cut off; sucked
in!; others noted deviant supralryngeal articulations~spitting
out the syllables; hard or pronounced P and T!. Two other
TC listeners reported /p/ vs /pt/ or /pb/, and two reported an
isolated vowel~i.e., no consonant! vs vowelIt. Two of the
remaining showed SC assimilation, one reporting ‘‘EH’’-
‘‘EH,’’ the other /p/-/p/. Consistent with PAM expectations,

the latter 2 participants showed substantially lower discrimi-
nation (n52, M564.58%, s.e.513.22! than the 16 who dis-
played TC assimilation (M594.09%, s.e.51.96!. The final
participant failed to describe one Tigrinya consonant; his as-
similation was not classifiable.

C. Discussion

The findings from experiment 2 are straightforward. The
TC assimilation pattern and its associated high level of dis-
crimination clearly generalized to another non-native con-
trast. Experiment 2 involved a different type of non-native
phonetic contrast, and a second unrelated language, than in
experiment 1. Thus, the TC assimilation pattern apparently
applies to constriction location contrasts as well as laryngeal
gesture contrasts~voicing!.

Note, however, that the TC assimilation of non-native
contrasts reported in both experiments yielded modestly but
significantly lower discrimination~low-mid 90% range! than
do comparable native contrasts~near-100% range!. Listeners
appear to be sensitive, simultaneously, both to information
that may be relevant to a native phonological contrast, and
also to articulatory differences between nonnative phones
and the most similar native phonemes.

Finally, as with the Zulu bilabial results in experiment 1,
some individual differences were apparent in assimilation
and discrimination of at least some non-native consonant
contrasts. Two experiment 2 participants failed to note any
phonetic or phonological differences between the Tigrinya
ejectives, showing SC assimilation, with concomitantly poor
discrimination.

IV. CONCLUSIONS

The results of the reported experiments support the no-
tion that listeners perceptually assimilate and discriminate
non-native consonants with respect to their phonetic similar-
ity to native contrasts, in accordance with predictions from
the perceptual assimilation model~PAM: Best, 1994a,b,
1995; Bestet al., 1988!. Specifically, for non-native con-
trasts in which listeners perceived a correspondence to some
native phonological distinction, deemed as two-category

TABLE IV. ~Continued.!

Stimulus
syllable

Syllable
durationa

Consonant
durationa

Vowel
durationa

Consonant
VOTa

Consonant
amplitudeb

Consonant
centroidc

Vowel
F1d

Vowel
F2d

Vowel
F3d

Vowel
F0d

/c}/ 485.6
~467–509!

229.5
~213–256!

242.9
~227–264!

45.3
~43–47!

first pitch pulse 316.4
~313–319!

1650.3
~1556–1783!

2522.0
~2360–2640!

184.5
~175–193!

15% 5134.6
~4912–5619!

479.7
~461–496!

1879.2
~1867–1885!

2663.0
~2500–2813!

179.8
~174–185!

50% 5477.7
~5290–5924!

479.0
~464–490!

1795.5
~1709–1876!

2672.3
~2477–2809!

170.9
~167–177!

85% 5489.3
~5278–5740!

482.0
~471–489!

1708.8
~1570–1766!

2631.2
~2454–2815!

169.3
~166–172!

aDuration in milliseconds~ms!; consonant duration refers to burst for velar and bilabial stops, to frication for lateral fricatives.
bRoot mean square amplitude across full duration of consonant noise~frication or burst!.
cCentroid frequencies of consonant noise at onset, middle, and offset of noise~frication or burst!.
dFrequency in Hz at first pitch pulse and at 15%, 50%, and 85% into vowel for lowest three formants andF0 ~LPC estimates!.
eMinimum and maximum values, to nearest integer.
fFirst pitch pulse of vocalic portion.
gPercent into consonant noise~frication or burst! for centroid measures; percent into vocalic portion for formant andF0 measures.

TABLE V. Mean percent correct discrimination for trial type3contrast in
experiment 2.

Contrast

Trial type

Primacy Recency

AAB BBA BAA ABB

English @s}–z}# 97.66
~95.32!a

99.42
~98.83!

99.71
~99.42!

98.25
~96.49!

English @b}–c}# 98.24
~96.49!

98.54
~97.08!

99.71
~99.42!

98.54
~97.08!

Tigrinya @p8}–t8}# 91.81
~83.62!

88.59
~77.19!

92.11
~84.21!

92.98
~85.96!

aValues in ~ ! are corrected for guessing/bias~Macmillan and Creelman,
1991; see text!, i.e., corrected percent above chance.
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~TC! assimilation, discrimination was excellent—above 90%
correct. This TC pattern was evident for both a laryngeal
gesture distinction and a constriction location distinction
from two unrelated languages. By comparison, when the
contrasting non-native consonants were heard as differing in
goodness of fit to a single native consonant, indicating CG
assimilation, discrimination was very good though signifi-
cantly lower than in TC cases. Thus, while listeners detected
variations in the details of items they perceived as variants of
a single native consonant, this did not benefit discrimination
as much as did the detection of phonologically contrastive
information. Finally, when listeners perceived a non-native
contrast as equally good variants of a single native conso-
nant, displaying SC assimilation, discrimination was much
poorer, as expected. The full set of findings is highly sup-
portive of PAM’s proposal of systematic relations between
assimilation and discrimination, confirming the discrimina-
tion order of TC.CG.SC.

The assimilations of non-native phones to AE conso-
nants corresponded well, for nearly all listeners, to the pre-
dictions we had developed from principles of articulatory
phonology~see experiment 1 introduction; cf. Browman and
Goldstein, 1986, 1989, 1990a,1990b, 1992!. Those predic-
tions focused on the use of the same articulators, constriction
locations, and/or constriction degrees by non-native and na-
tive consonants. Consistent with those expectations, listeners
assimilated the Zulu voiced bilabial stops to AE voiced con-
sonants involving the same articulator, that is, lip gestures.
Typically, the same location and constriction degree were
involved ~bilabial stop /b/!, though sometimes constriction
location and degree differed~labio-dental fricative /v/!. Simi-
larly, listeners assimilated the Zulu voiceless and ejective
velar stops to the AE voiceless velar stop~/k/!, thus to the
same articulators~tongue dorsum and glottis! and the same
supralaryngeal constriction location and degree, although
glottal constriction degree differed for the ejective /k8/. The
voiced and voiceless lateral fricatives strongly tended to be
assimilated to the AE lateral approximant /(/ ~same articula-
tors and constriction locations, but different constriction de-
gree!, often combined with voiced or voiceless apical frica-
tives, respectively ~same articulators and constriction
degree!. And the Tigrinya bilabial versus alveolar ejectives
tended to be assimilated to AE voiceless stops using the
same supralaryngeal articulators, constriction locations and
degree~/p/-/t/!.

At the same time, participants often noted additional
phonologically irrelevant articulatory features in their written
descriptions of the stimulus sets, distinguishing the non-
native consonants from the native consonants they perceived
as most similar. To illustrate, in addition to their English
spellings, listeners sometimes described vocal tract sounds
resulting from constrictions of the involved articulators and
locations, including tongue body and pharynx~choking, gag-
ging, gurgling, throat-clearing, throaty, guttural sounds!,
tongue tip~clucking, clicking, stronger /s/!, lips ~lip-pursing,
@lip# muscle-tensing, harder /b/!, etc. They only rarely noted
nonarticulatory nonspeech sound properties such as clacking
noise, broken up.

Three other findings offer several additional insights

about nonnative speech perception. First, the native similar-
ity effect, an asymmetry favoring discrimination when the
target~X! is the more rather than less native-like member of
a nonnative contrast, was found for TC, CG, and SC assimi-
lation types alike in experiment 1. This suggests that famil-
iarity with the typical phonetic form of native consonants
aids rather than hinders discrimination, whether the listener
is attending for information about phonological contrast, or
phonetic goodness of fit to a single phoneme, or nonlinguis-
tic stimulus variations. This suggests that native speech ex-
perience results in more stable perception of tokens that are
more nativelike, regardless of overall performance level or
type of information being discriminated. Evidence of the
converse, that perception of less nativelike utterances is less
stable, can be seen in the common experience that perception
of foreign-accented utterances in the listener’s L1, or of ut-
terances in a late-learned L2, is more effortful and error-
prone than perception of native L1 utterances.

A second, and perhaps related, finding is that although
discrimination of TC contrasts was quite high and that of the
SC contrast was quite low, performance differed signifi-
cantly from ceiling and from chance, respectively. Both ob-
servations suggest that listeners retain greater sensitivity to
articulatory-phonetic variants of non-native consonants, i.e.,
show lower perceptual stability or lower perceptual equiva-
lence among tokens, than they do for for native consonants.
This burdens discrimination somewhat in TC cases, where
the parallel to native phonological contrasts should otherwise
have yielded ceiling performance, but itaids discrimination
in SC cases, wherelack of correspondence to a native pho-
nological contrast or to a phonetic difference in goodness of
fit should otherwise have yielded chance performance. These
discrepancies from the upper and lower performance ex-
tremes indicate that listeners detect not only the presence/
absence of phonological contrast, but also detect phonologi-
cally irrelevant phonetic and/or nonlinguistic details. This
finding, together with the native similarity effect, appears
compatible with the notion discussed in experiment 1, that
listeners are able to discriminate three types of information
in speech: phonological, phonetic, and nonlinguistic~see also
Hallé et al., 1999; Halléet al., 1998, 2000; Whalen, 1984,
1991!. As argued earlier, this could simply involve detection
of certain types of information, and need not entail three
qualitatively different cognitive processes~see Werker and
Logan, 1985!.

Third, only the SC contrast elicited recency effects in
discrimination. This finding suggests a qualitative division
between detection of linguistic~phonological, phonetic! and
nonlinguistic information in speech. This memory effect, pu-
tatively auditory, occurred only when listeners failed to re-
port hearing phonological or phonetic differences, presum-
ably leaving only a nonlinguistic basis on which they could
have discriminated. The implied relationship between re-
cency effects and nonlinguistic auditory discrimination was
supported by a reanalysis of earlier findings with Zulu clicks,
which had been perceived as nonassimilable~NA! nonspeech
sounds~Best et al., 1988!. Like the SC bilabials, the clicks
were also discriminated on a nonlinguistic rather than a pho-
nological or phonetic basis; however, they were discrimi-
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nated much better than the bilabials. The new analyses re-
vealed a recency effect for click discrimination. The apparent
restriction of recency effects to SC and NA cases further
supports the differentiation of discrimination of nonlinguistic
versus phonological and/or phonetic information in speech.
If no such difference existed, the recency effect should have
been found across all assimilation types.

While we have interpreted our findings in terms of the
PAM model, the differences in TC, CG, and SC discrimina-
tion may be, in some ways, reminiscent of classical findings
on categorical perception~CP! with synthetic speech con-
tinua. Although the original CP claim had been that listeners
discriminate speech stimuli only so well as they identify or
label them differently, much evidence has indicated that
within-category discrimination is usually significantly better
than that predicted by labeling functions. In particular, dis-
crimination of tokens near the category boundary, i.e., incon-
sistently labeled or ambiguous tokens, is above chance~cf.
Bestet al., 1981!. Thus, listeners typically display some sen-
sitivity to within-category variations, though certainly less
than that for between-category differences. Those observa-
tions might be extrapolated to the better discrimination of TC
than CG contrasts, and of CG than SC contrasts. It is impor-
tant to note, however, that CP findings typically involve un-
natural synthetic stimulus variations, whereas the present re-
search and other non-native speech studies involve
perception of multiple tokens of natural utterances, a situa-
tion that better approaches the natural conditions involved in
listening to and learning unfamiliar languages.

It is also important to consider whether and how the
findings relate to the other non-native speech models dis-
cussed earlier: the speech learning model~SLM!: Flege,
1986, 1989, 1995! and the native language magnet model
~NLM: Grieser and Kuhl, 1989; Kuhl, 1991, 1992; Kuhl
et al., 1992!. The SC findings might be seen as consistent
with the NLM claim, and the SLM implication, that two
non-native phones which are quite similar to a native pho-
neme should each be difficult to discriminate from it. By
extension, they should also, presumably, be difficult to dis-
tinguish from each other. Both models might also be ex-
tended to account for the TC findings, as a case of non-native
phones that are easy to discriminate because they are similar
to two different native phonemes, and thus virtually identical
to a native contrast. That account, however, is indistinguish-
able from PAM’s explicit hypotheses about TC assimila-
tions. Turning to CG assimilation, the results appear consis-
tent with NLM ~and SLM! in showing systematic
differentiation of good~closer! versus poor~more distant!
examples of a given native phoneme. The native similarity
effect of experiment 1 is particularly relevant to NLM claims
about asymmetries in discrimination of good versus poor ex-
emplars of a native phoneme. However, as discussed there, it
is uncertain whether the direction of our native similarity
effect supports or conflicts with NLM. Further research
would be needed to determine this. Moreover, NLM should
predict a discrimination asymmetry for CG but not for TC or
SC assimilations, yet significant asymmetries were observed
for all three types of contrast. Thus, native speech experience
aids categorial discrimination not only when a non-native

contrast assimilates to a phonetic goodness difference within
a native phoneme~CG!, as emphasized in NLM predictions,
but also when listeners fail to detect goodness differences
and hear only some nonlinguistic difference~SC!, as well as
when they detect some phonological distinction~TC!.

While certain results can be interpreteda posteriori as
being compatible with both models, a more fundamental ca-
veat with respect to how well NLM and SLM can address the
present findings is that both models focus on the attributes of
individual phonetic categories. PAM instead focuses on the
functional organization of the native phonological system,
specifically on the phonological distinctions between, and
phonetic variations within, native phonological equivalence
classes. Importantly, neither SLM nor NLM would have gen-
erated the current set of comparisons. And neither offers a
singular, coherent account of the findings like PAM does.
Thus, a key contribution of PAM is its provision of a theo-
retical motivation for systematic comparisons among diverse
types of non-native contrasts within the broader context of
phonological systems.

Another important theoretical issue, not directly exam-
ined here, is how native language effects on non-native
speech perception emerge developmentally. Infant research
indicates that some native language influences appear during
the second half-year, with declining discrimination of at least
some non-native consonants by 8–10 months~e.g., Best
et al., 1995; Werker, 1989; Werkeret al., 1981; Werker and
Lalonde, 1989!, and of some non-native vowels by 6–8
months~Polka and Werker, 1994; cf. Kuhlet al., 1992; but
see Polka and Bohn, 1996!. Interestingly, there is no devel-
opmental decrease for nonnative Zulu click consonants, con-
sistent with AE adults’ very good discrimination and assimi-
lation of them as NA nonspeech sounds~Best et al., 1988,
1995!. Even more intriguing, however, is that older infants’
perception of both native and non-native speech still differs
from that of adults in several nontrivial ways, suggesting that
they do not yet perceive phonological contrasts like adults
~e.g., Best 1991; Halle´ and de Boysson-Bardies, 1996; Stager
and Werker, 1997!. Those developmental differences have
led some to posit that infants are initially responsive to
language-universal properties of speech, then begin to recog-
nize language-specific phonetic patterns, and only later dis-
cover the contrastive phonological functions of native pho-
netic classes, perhaps in relation to increases in size of their
early lexicon ~e.g., Best, 1993; Stager and Werker, 1997;
Werker and Pegg, 1992!. Against the backdrop of our dis-
cussion of the three types of information that adults detect in
speech~phonological, phonetic, nonlinguistic! we suggest
that infants progress developmentally from detection of only
nonlinguistic ~or perhaps nonspecific phonetic! information
in speech, to recognition of how phonetic variants fit into~or
fail to! language-specific phonetic classes, to eventually dis-
covering the phonologically contrastive functions those pho-
netic classes serve in distinguishing native words. Further
research on infants’ changing perceptions of diverse nonna-
tive contrasts, assimilated by adults as TC vs CG vs SC~vs
NA! contrasts, will be needed to test those speculations. We
note, however, that the proposed developmental path is con-
sistent with the classic direct realist view of Gibson and Gib-
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son ~1955! that perceptual learning involves the increasing
differentiation of the lawful stimulus information provided
by real-world events. In the case of speech, this differentia-
tion is posited here to involve the emerging recognition of
classes of articulatory gestures employed in native speech,
followed by discoveries about how those gestural classes
help to distinguish among native words.

Before closing, we must address some limitations of the
present investigation. The primary methodological limitation
lies in our assessment of assimilations. Having listeners give
a single native spelling and description of each stimulus set,
following the discrimination task, may bias them to search
for some between-set difference they were not attending to in
the discrimination task. For a more refined approach, forced-
choice or perhaps even open-set spellings could be obtained
for each token in an assimilation task involving multiple,
randomized repetitions. Such data could be easily subjected
to standard statistical analyses. Additionally, listeners could
rate the goodness of fit between each nonnative token and
their associated native-language spelling. Such ratings would
be especially useful for differentiating between CG and SC
assimilation patterns~see Bestet al., 1996; Caldero´n and
Best, 1996!. However, other task adjustments would be
needed to evaluate listeners’ perception of nonlinguistic
properties.

Several other aspects of assimilation also deserve further
examination, including the basis for predicting the most
likely assimilations of a given nonnative contrast by listeners
of a given language community. Another finding that calls
for further study is the striking individual variation in assimi-
lation patterns for some non-native contrasts, as we found for
Zulu bilabials. Evidently, the phonetic properties of non-
native phones reflect multiple dimensions of similarity to
various native phonemes, and listeners may differ in their
attention to specific dimensions.

Additional research is also needed to substantiate the
proposed differences in perception of phonological, pho-
netic, and nonlinguistic information in non-native speech.
For example, native phonotactic rules~phonological!, such
as constraints on the vowels permitted in open and closed
syllables, versus native coarticulatory patterns~phonetic!
such as anticipatory or carryover coarticulation between
vowels and consonants, may influence categorization and
discrimination of nonnative contrasts in different ways~see
Avery and Best, 1995!. Neuropsychological studies could
also provide insights. To illustrate, in a recent dichotic lis-
tening study, although American English speakers and Zulu
speakers displayed similar overall performance levels in
judgments of Zulu click consonants, only the Zulu listeners
perceived them as speech and showed a left hemisphere ad-
vantage~Best and Avery, 1999!, indicating one crucial dif-
ference in perception of nonlinguistic versus phonological
information in click consonants.

To sum up, the present findings are consistent with the
hypothesis that non-native speech perception is based on de-
tection of articulatory-phonetic similarities to the phonologi-
cal units and contrasts of the native language. Discrimination
performance levels are strongly linked to listeners’ assimila-
tions of non-native phones within their native phonological

system. To a large extent, assimilation and discrimination of
non-native consonants reflects listeners’ sensitivity to pho-
netic and/or phonological similarities to native consonants.
The detection of nonlinguistic properties in speech contrib-
utes minimally to non-native speech perception, being evi-
dent only when listeners reported hearing no phonetic or
phonological differences between contrasting non-native
consonants, in which case they showed fairly poor discrimi-
nation. The full set of results is most compatible with PAM
predictions. While certain findings may be consistent with
other views of non-native speech perception, PAM alone
provided the motivation for the present cross-language com-
parisons, and it appears to offer the most coherent account.

ACKNOWLEDGMENTS

Support for this research came from NIH Grant Nos.
DC00403 to the first author and HD01994 to Haskins Labo-
ratories. We gratefully acknowledge the following col-
leagues for their helpful comments on an earlier version of
the manuscript: Alice Faber, Carol Fowler, and Michael
Studdert-Kennedy. We also thank Keith Kluender and three
anonymous reviewers for their insightful comments on our
original submission; the final version of the article benefited
substantially from their input.

1Still, it is important to note that laboratory training effects are limited in
magnitude in adults~Lively et al., 1994!, and that listeners’ discrimination
of the critical acoustic properties of nonnative contrasts presented in isola-
tion may fail to generalize to good discrimination of them within speech
contexts~Miyawaki et al., 1975; Werker and Tees, 1984!.

2Terminology for PAM predictions originally referred to ‘‘phonetic catego-
ries.’’ However, given the model’s ecological theoretical perspective, it
does not espouse cognitive processing assumptions about mental represen-
tations of categories, category formation, etc. Therefore, in this article we
have discussed native phonological influences in terms of functional
equivalence classes rather than in terms of phonetic categories. However,
we have retained the assimilation terms used in earlier presentations of
PAM, for consistency with previous publications.

3Based on Polka’s summary of these subjects’ descriptions, the latter assimi-
lations may actually have been UU rather than NA types, given that they
reported hearing consonants and/or vowels rather than nonspeech sounds.

4It should be noted, however, that Polka concluded that certain other aspects
of her findings in these two studies may have been guided by acoustic
attributes of the stimuli rather than by phonological/phonetic properties of
the listeners’ native language.

5Reading deficits were used as an exclusionary criterion because they are
often associated with deficient phonological skills~e.g., Scarborough, 1998;
Shankweileret al., 1995!. Due to requirements of subject pool use, some
screening factors had to be appliedafter subject participation. For the same
reason, gender was not balanced in the sample. However, this was not
deemed critical, as no sex differences have been reported for speech per-
ception tasks such as those used here.

6Different vowels were used for the three contrasts because we also planned
to use these stimulus materials for a within-subjects study with AE infants.
The vowel difference was deemed necessary to maintain infants’ attention
across their three required tests~Bestet al., 1990!.

7Zulu is a tone language with a differentiation between high and low tones
on syllable nuclei.

8Note that Werker has often used an even longer ISI of 1500 ms in her
investigations of non-native speech perception in infants and adults, as has
Polka ~1991, 1992!.

9Comments that instead identified vowel qualities or intonational properties
do not reflect perception of the consonantsper se, and so were not factored
into the consonant assimilation determinations.

10We also recorded, and collected perceptual data, for the same AE C’s
followed by /ei/; data on the latter stimuli will not be reported here because
the vowel environment differed from the Zulu lateral fricatives and
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the Tingrinya stimuli. However, the perceptual results for those stimuli
were virtually identical to those for the AE stimuli reported in experiment
2.

11Native similarity was not included as a factor because neither the non-
native contrast nor the native contrasts of experiment 2 involved differ-
ences in English-likeness.
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In a recent study a new analytical solution was developed and validated experimentally for the
problem of surface wave generation on a linear viscoelastic half-space by a rigid circular disk
located on the surface and oscillating normal to it. The results of that study suggested that, for the
low audible frequency range, some previously reported values of shear viscosity for soft biological
tissues may be inaccurate. Those values were determined by matching radiation impedance
measurements with theoretical calculations reported previously. In the current study, the sensitivity
to shear viscoelastic material constants of theoretical solutions for radiation impedance and surface
wave motion are compared. Theoretical solutions are also compared to experimental measurements
and numerical results from finite-element analysis. It is found that, while prior theoretical solutions
for radiation impedance are accurate, use of such measurements to estimate shear viscoelastic
constants is not as precise as the use of surface wave measurements. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1334598#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf, 43.20.Bi@FD#

I. INTRODUCTION

In a recent study1 a new analytical solution was devel-
oped for the problem of surface wave generation on a linear
viscoelastic half-space by a rigid circular disk located on the
surface and oscillating normal to it. See Fig. 1 for a descrip-
tion of this pedagogical problem. The new solution was an
incremental advancement of theoretical work reported in
seminal articles focused on seismology.2,3 With an interest in
medical diagnostics, the theory was verified experimentally
using a viscoelastic phantom with material properties com-
parable to biological soft tissue. Findings suggested that
prior estimates in the literature of the shear viscosity in hu-
man soft tissue may not be accurate in the low audible fre-
quency range. The suspect values were determined by
matching radiation impedance measurements for this same
setup~see Fig. 1! with theoretical calculations reported pre-
viously in seminal papers by Oestreicher4 and von Gierke
et al.5

These previously reported discrepancies raise several
questions, which it is the purpose of this follow-up article to
address. While Oestreicher4 derived an expression for radia-
tion impedance, the prior derivation of the authors1 was for
surface wave propagation. To further compare these two for-
mulations, it is desirable to extend numerical finite-element
studies and experimental measurements to both radiation im-
pedance and surface wave propagation. Particularly, we are
interested in examining the sensitivity of the radiation im-
pedance and surface wave propagation to changes in the vis-
coelastic Lame constants.

With these points in mind, the specific tasks of the present
study are to:

~1! Review the formulation of Oestreicher4 and Miller and
Pursey2,3 for radiation impedance, identifying any limit-
ing assumptions.~While Miller and Pursey’s theoretical
developments formed the basis for the authors’ previ-
ously reported analytical solution for surface wave
propagation, they also derived an integral expression that
can be numerically solved to approximate radiation im-
pedance.!

~2! Compare the radiation impedance formulations for the
following cases:~a! purely elastic half-space cases with
material properties relevant to seismologic and structural
~metallic! problems; and~b! a viscoelastic phantom half-
space model that approximates soft biological tissue and
for which experimental results and a finite-element simu-
lation of radiation impedance and surface wave propaga-
tion are available.

~3! Assess the relative sensitivity of radiation impedance
and surface wave propagation to viscoelastic Lame con-
stant values via a parametric study to determine which, if
either, type of measurement may be more precise in
identifying values for these constants.

Measurement of skin surface vibration has been studied
by a number of researchers for rapid, nonintrusive diagnosis
of a variety of specific medical ailments.6–18 For example,
Lee6 and Hong and Fox7,8 have investigated noncontact char-
acterization of cardiovascular dynamics using optical inter-
ferometry. Diagnosis of certain types of edema conditions
and other skin diseases, including skin cancer, via alterations
in surface and shear wave propagation has been studied by
several groups.9–16 Other research has focused on character-

a!Author to whom correspondence should be addressed. Electronic mail:
troyston@uic.edu
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izing lung edema by studying surface wave propagation di-
rectly on the inflated pulmonary parenchyma17 or on the
chest wall.18 It is hoped that the developments reported here
will advance these techniques and also provide insight into
related diagnostic methods, such as sonoelastic imaging19–21

and other methodologies that utilize disease-related varia-
tions in soft tissue shear viscoelastic properties.

II. RADIATION IMPEDANCE DETERMINED BY
OESTREICHER AND VON GIERKE ET AL.

For all cases considered here, the assumption is that of
an isotropic, homogeneous, viscoelastic compressible me-
dium ~Voigt’s body! for which one can use either of the
following formulations of the equation of motion for small
perturbations about an operating point:

~l1m!¹¹•u1m¹2u5rü, ~1a!

or

~l12m!¹¹•u2m¹3¹3u5rü. ~1b!

Here, l5l11(]/]t)l2 and m5m11(]/]t)m2 , where l
and m are the linear viscoelastic Lame constants withl1

referring to volume compressibility,l2 referring to volume
viscosity, m1 denoting shear elasticity, andm2 denoting
shear viscosity. Density of the medium is denoted byr and
displacements in the medium are denoted byu
5@ur ,uf ,uz#

T in terms of polar coordinates. Also, with re-
spect to polar coordinates we have the following wherej
denotes the unit vector in thef direction:

¹•u5
1

r

]

]r
~rur !1

]uz

]z
, ~2a!

and

¹3u5S ]ur

]z
2

]uz

]r D j . ~2b!

In an infinite medium of this type, Oestreicher4 considered
small oscillatory motion of a rigid sphere of radius ‘‘a’’ in
thez direction. Radiation impedance was defined as the ratio
of the z component~vertical! of the forceP acting on the
sphere divided by the velocity of the center of the sphereu̇0 .
With the assumption of no cavitation, the following expres-
sion for this radiation impedance was derived:

Z~v!5
P

ivu0

52
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3
prva3i F S 12

3i
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3

a2k2
2D

22S i

ak2
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1

a2k2
2D S 32
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2

ak1i 11D G
4F S i

ak2
1

1

a2k2
2D a2k1

2

ak1i 11
1S 22

a2k1
2

ak1i 11D G .
~3!

Here, i 5A21, v refers to the circular frequency in radians
per second,k15Arv2/(2m1l) is the compression wave
number, andk25Arv2/m is the shear wave number. To
approximate the case of a sphere vibrating normal to the
surface of a viscoelastic half-space, it logically follows that
the impedance should be one-half of the above expression.
As an approximation to a circular piston of radius ‘‘a’’ vi-
brating normal to the surface of a viscoelastic half-space, von
Gierkeet al.5 suggested a further division by a factor of 1.18.
This is based on the ratio of the static stiffness of a sphere on
an elastic half-space to that of a piston of the same radius on
an elastic half-space, which for both static cases exact solu-
tions can be determined.

According to Oestreicher,4 the assumptions of isotropy
and homogeneity will hold for muscle tissue approximately
up to 200 kHz.~While this is certainly a questionable state-
ment, particularly as frequency increases, it is the authors’
contention that, at least up to a hundred Hz, the range of
interest in the present study, the isotropic, homogeneous
model does have relevance to soft biological tissue.! The
possibility of cavitation is entirely omitted in the analysis.

III. RADIATION IMPEDANCE DETERMINED BY
MILLER AND PURSEY

In the papers of Miller and Pursey,2,3 the problem of an
oscillating circular piston of radius ‘‘a’’ on the surface of an
elastic half-space was directly considered. Some discussion
of the extrapolation of the result to the case of a viscoelastic
half-space was also provided, though results for a specific
viscoelastic example cases were not presented. The starting
point was the same equations that were used to describe the
medium in Oestreicher’s derivation~1a!–~1b!, that of a lin-
ear viscoelastic Voigt’s body. However, several different as-
sumptions were made. In particular, it was assumed that the
piston imparted a uniform normal stress on the surface
within the region covered by the disk. This approximation is
likely to restrict the validity of the solution to the case of a
small piston radius ‘‘a’’ relative to the surface wavelength.
In other words, there will be an upper frequency limit for the
solution’s validity.

Consider the case of harmonic force excitation of the
massless disk of amplitude per unit areaPin and circular
frequencyv such that it applies a uniform stress on the sur-
face of the medium in the circular region ofr ,a. Miller and
Pursey2 derive the following integral expression for wave

FIG. 1. Ideal viscoelastic half-space problem.
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propagation in ther andz directions at any location in and on
the surface of the medium, i.e.,z>0. Note that time depen-
denceeivt is omitted wherei 5A21.

uz

Pin
5

a

m E
0

` J1~zak1!Az221

F0~z!
$2z2e2zk1

Az22h2

1~h222z2!e2zk1
Az221%J0~zrk1!dz, ~4a!

ur
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5

a

m E
0

` J1~zak1!z

F0~z!
$2Az221Az22h2e2zk1

Az22h2

1~h222z2!e2zk1
Az221%J1~zrk1!dz, ~4b!

where

F0~z!5~2z22h2!224z2Az22h2Az221, ~4c!

h5k2 /k1 , ~4d!

k15vAr/~l12m!, ~4e!

and

k25vAr/m. ~4f!

In the above equations,J0 andJ1 refer to Bessel functions of
the first kind. The dummy variablez is used to denote inte-
gration over the wave number domain that has been normal-
ized with respect tok1 .

From the above expression, Miller and Pursey2 derived
an integral expression for the mobility~reciprocal of imped-
ance! that could be solved numerically. Unlike Oestreicher,4

the definition of impedance in this case is the ratio of the
applied stressPin ~Pa! on the piston to the mean vertical
velocity uG z(m) on the circular region of the surface located
underneath the piston. Here, all length dimensions are non-
dimensionalized by the compression wave numberk1 ~a1

5ak1 , r 15rk1 , z15zk1 , anduz15uzk1!

ūz1

Pin
5

2h2a1

m E
0

` zAz221

F0~z!

$J1~za1!%2

za1
dz. ~5!

Equation~5! requires numerical evaluation. For the elastic
case, there are three singularities along the path of integra-
tion at 1,h, andp with 1,h,p. The lower two singulari-
ties, 1 andh, are branch points and are inversely related to
the phase speed of longitudinal~compression! and bulk shear
wave motion, respectively. The root ofF0(z), i.e., the pole
of the integrand, is denoted asp; it is inversely related to the
phase speed of surface waves. Miller and Pursey2 describe a
solution methodology for the above integral for the elastic
case. For the viscoelastic case,h and p will be complex,
residing below the real axis in the fourth quadrant. For this
case, numerical integration of the above expression can be
accomplished by separating the integration into three parts,
from 0 to 1, from 1 toa ~wherea is a finite large number!,
and froma to `. The last integral,a to `, is performed as
described in the reference, including the lower bounds ofa
which will still yield an accurate approximation.2 For the
viscoelastic cases considered in this study, evaluation of the
first two integrals was performed using the ‘‘NIntegrate’’

command inMATHEMATICA ® 4.0.1.0 software with the ‘‘de-
fault’’ options.

IV. COMPARISON OF THEORIES FOR ELASTIC
EXAMPLE CASES

To compare the theoretical derivations for radiation im-
pedance of the finite disk, elastic and viscoelastic example
cases are considered. The two elastic case examples given in
Miller and Pursey2 are considered where for case 1:n
51/4, h5) and for case 2:n51/3, h52; here,n refers to
Poisson’s ratio andh5k2 /k1 . The first case is typical of
geological materials and the second case is typical of struc-
tural ~metallic! materials. Calculated values for the two cases
are given in Tables I and II. Here, Eq.~3! is nondimension-
alized by dividing impedance by disk area, medium density,
and compression wave speed to match the format of Miller
and Pursey; also, adjustments are made per von Gierke
et al.5 ~Sec. II!

Z̄52
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Oestreicher’s theory for the oscillating sphere should be
applicable to a wide frequency range as long as cavitation
does not occur; however, geometrically it is an approxima-
tion. Miller and Pursey’s2 integral expression is limited in
frequency due to the assumption of a uniform normal stress
region under the disk surface. For the example cases consid-
ered, Oestreicher’s theory consistently yields both a larger
resistance value~the real part of the impedance!, about 75%

TABLE I. Comparison of theoretical impedance predictions forv51/4 and
h5).

a1

Z̄

Oestreicher~Refs. 4, 5! Miller and Pursey~Ref. 2!

0.05 1.1823– 14.5256i 0.66– 10.46i
0.1 1.1825– 7.2595i 0.66– 5.22i
0.2 1.1835– 3.6232i 0.66– 2.58i
0.3 1.1852– 2.4084i 0.67– 1.68i
0.4 1.1875– 1.7994i 0.67– 1.22i
0.5 1.1903– 1.4328i 0.68– 0.94i

TABLE II. Comparison of theoretical impedance predictions forv51/3 and
h52.

Z̄
a1 Oestreicher~Refs. 4, 5! Miller and Pursey~Ref. 2!

0.05 1.0673– 11.2960i 0.64– 8.82i
0.1 1.0677– 5.6428i 0.64– 4.39i
0.2 1.0691– 2.8111i 0.64– 2.16i
0.3 1.0716– 1.8630i 0.65– 1.40i
0.4 1.0750– 1.3861i 0.65– 1.01i
0.5 1.0792– 1.0982i 0.66– 0.76i
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and 65% larger than Miller and Pursey’s theory in Tables I
and II, respectively, and a larger reactance value~the imagi-
nary part of the impedance!, about 40% and 30% larger than
Miller and Pursey’s theory in Tables I and II, respectively.
Note that as the disk radius increases, while the relative dif-
ference between resistances is fairly constant, the reactance
value of Oestreicher increases further over the value of
Miller and Pursey. Perhaps this is due to the limitation of the
uniform normal stress assumption of the Miller and Pursey
theory.

V. COMPARISON OF THEORETICAL, EXPERIMENTAL,
AND NUMERICAL SOLUTIONS FOR A
VISCOELASTIC EXAMPLE CASE

A. Description of the experiment

To compare the theoretical derivations presented above
for a case with material properties comparable to soft bio-
logical tissue, an experiment was constructed that is sche-
matically depicted in Fig. 2. This is the same experimental
setup discussed in Roystonet al.1 The viscoelastic medium
consists of a gel mixture of the following composition~per
liter of water!: 70 grams gelatin, 40 gramsn-propanol, and 4
grams formaldhyde~37% solution!. This ‘‘recipe’’ for a soft
tissue phantom is based on prior investigations.22 By taking
velocity measurements using the laser Doppler vibrometer
~Polytec model CLV-800-FF/1000!, vertical velocityu̇z can
be measured for anyr .a at the surface,z50. An imped-
ance head~PCB model 288B02! records acceleration and
force input to the Plexiglas disk atz50 and 0,r ,a. The
vibratory excitation is delivered through a stinger by an elec-
tromagnetic shaker~Labworks model ET-132-2! that is flex-
ibly suspended above the phantom. Sensor output signals are
recorded with a Hewlett Packard~Agilent Technologies!
35670 dynamic signal~FFT! analyzer, which also performs
preliminary analysis. The analyzer also provides the chirp
excitation signal to the amplifier that drives the shaker. Chirp

~rapidly swept sinusoidal! excitation signals were used to
enable extracting frequency-amplitude-phase-time informa-
tion. This allowed detection of outgoing waves from the
source independent from reflections due to the finite bound-
aries of the phantom. Beyond basic frequency response func-
tions available in real time using the 35670, more detailed
analyses of the experimental data were conducted using
MATLAB ® software.

Finite-element simulations~see the next section! were
conducted with the same size and larger overall model di-
mensions, twice the depth~30 cm! and twice the radius~30
cm!. Negligible differences in results suggested that for the
impedance and surface wave studies conducted here, the ex-
perimental model was sufficiently large enough to simulate
an infinite viscoelastic half-space.

B. Description of finite-element model and solution
technique

ANSYS® Version 5.5 finite-element analysis~FEA! soft-
ware running on an HP 9000/800 V2250 was used to nu-
merically simulate the system depicted in Fig. 2. For the
results depicted in the following figures, Structural Solid axi-
symmetric elements were used with dimensions of 5
35 mm. ~Some simulations were conducted with reduced
element dimensions of 2.532.5 mm with no noticeable dif-
ference in the types of results obtained, which suggests that
the model has sufficient resolution.!

In ANSYS, Young’s modulusE and Poisson’s ration
were specified based on the following equations:

E5
m~3l12m!

l1m
, ~7!

n5
l

2~l1m!
, ~8!

where, for harmonic excitation at circular frequencyv we
havel5l11 ivl2 andm5m11 ivm2 .

For the viscoelastic case, there will be a nonzero imagi-
nary part of E that is related to linear viscous~rate-
dependent! damping. InANSYS, this component is specified
via the damping parameterb ~damping proportional to stiff-
ness!, which equals the imaginary part ofE ~not includingv!
divided by the real part ofE. ~There is an imaginary part to
n but it is negligible.! As an example, given complex Lame
constants of l152.63109 N/m2, l250 Ns/m2, m154.5
3103 N/m2, andm254 Ns/m2, we haveE'13 500112v i ,
n'0.499 999 123.8310210v i , b'0.000 89, and at 60 Hz
h5730.52119.2i .

To calculate the radiation impedance of the disk, a har-
monic response analysis was conducted inANSYS, specifying
a harmonic displacement condition on the surface within the
region r ,a. Impedance was calculated as the total force
applied in the disk region divided by the velocity. To calcu-
late surface wave propagation away from the disk, a har-
monic analysis was also conducted. The same displacement
load was applied on the surface within the regionr ,a.

FIG. 2. Schematic of experimental setup.
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C. Results and discussion

In a prior study by the authors,1 values for the complex
Lame constants of the experimental setup of Fig. 2 were
estimated based on matching theoretical predictions of the
surface wave motion with experimental measurements, in
terms of amplitude, decay rate, wavelength, and wave speed.
In the present article the values previously determined for
m5m11 ivm2 are used to predict radiation impedance theo-
retically and to determine radiation impedance and surface
wave motion numerically usingANSYS finite-element analy-
sis. @As in previous studies1,4 it is assumed thatl152.6
3109 N/m2 ~water! andl250. Also,r51000 kg/m3.# Addi-
tionally, theoretical and numerical parametric studies are
conducted for different values ofm1 andm2 .

Radiation impedance calculations using Oestreicher’s
and Miller and Pursey’s formulations are compared in Table
III in a similar format to that of Tables I and II. However,
note that for a fixed~dimensionalized! disk radius of 1 cm
the nondimensional disk radiusa15ak1 varies as a function
of frequency. Also,h5k2 /k1 varies with frequency. It is
seen that viscoelastic Lame constants comparable to soft bio-
logical tissue result in substantially different values forh and

n as compared to Tables I and II. A significant imaginary
part toh is due to shear viscous effects. The Poisson ration
is very close to that of an incompressible medium. Despite
these differences as compared to the elastic example cases of
Sec. IV, there are similar trends in the relative values for
radiation impedance based on Oestreicher’s and Miller and
Pursey’s theories. In this case, Oestreicher’s resistance value
is consistently 33% larger than that of Miller and Pursey’s. It
is more difficult to assess the relative difference for reactance
as, in this case, a natural frequency is traversed, with the the
impedance going from negative~stiffness-dominated! to
positive ~mass-dominated! values. Oestreicher’s and Miller
and Pursey’s theories are similar in that they both predict the
sign change to occur between 60 and 70 Hz. Additionally, in
progressing from 30 to 100 Hz, the reactance increases by
0.004 and 0.004 27 for Oestreicher’s and Miller and Pursey’s
theories, respectively. Hence, overall it appears that there is a
closer, but not perfect, match between the two theories for
this particular viscoelastic example case~akin to soft biologi-
cal tissue material properties! relative to the elastic example
cases~seismological and metallic structure properties! of
Sec. IV.

FIG. 3. Comparison of theoretical pre-
dictions, finite-element calculations,
and experimental measurements of the
impedance for the experiment depicted
in Fig. 2. Resistance and reactance are
the real and imaginary parts of the im-
pedance, respectively. Key: ———
experiment, o o o finite element (m
5450014iv N/m2), - - - theory (m
5450011iv N/m2), ––– theory (m
5450014iv N/m2), –-– theory (m
54500115iv N/m2). ~a! Theory of
Oestreicher~Ref. 4! and von Gierke
et al. ~Ref. 5!. ~b! Theory of Miller
and Pursey~Refs. 2, 3!.

TABLE III. Comparison of theoretical impedance predictions form154.53103 N/m2, m254 N s/m2, l1

52.63109 N/m2, l250 N s/m2, andr51000 kg (v'0.499 991). Here, the dimensionalized disk radius is kept
constant ata51.0 cm.

v/2p
~Hz! h a1

Z̄

Oestreicher~Refs. 4, 5! Miller and Pursey~Ref. 2!

30 752262.6i 0.001 17 0.003 9920.003 15i 0.002 9720.002 74i
40 746282.4i 0.001 56 0.004 0020.002 01i 0.002 9720.001 61i
50 7392101i 0.001 95 0.004 0120.001 25i 0.002 9720.000 821i
60 7312119i 0.002 34 0.004 0220.000 669i 0.002 9820.000 205i
70 7212136i 0.002 73 0.004 0410.000 201i 0.002 9910.000 315i
80 7102152i 0.003 12 0.004 0510.000 199i 0.003 0110.000 773i
90 6992166i 0.003 51 0.004 0710.000 552i 0.003 0510.001 19i

100 6872179i 0.003 40 0.004 0910.000 873i 0.003 0910.001 57i
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In Figs. 3 and 4 theoretical predictions using the two
radiation impedance formulas are compared to numerical
finite-element predictions and experimental measurements of
radiation impedance, reactance, and resistance, for a range of
values form1 andm2 . The approximate agreement ofANSYS

finite-element results and experimental measurements sug-
gests that the selected values form1 and m2 based on the
authors’ surface wave theory are reasonable, though a de-
creased value form1 may be slightly more accurate~note the
trends in Fig. 4!. Predictions using Oestreicher’s formula ap-
pear to more closely approximate the finite-element results,
particularly with respect to resistance. While Miller and Pur-
sey’s reactance predictions more accurately match finite-
element results, the discrepancy with respect to resistance is
substantial. Hence, overall, Oestreicher’s prediction is
judged superior.

In terms of identifying values form1 and m2 based on
comparing theoretical predictions to experiment, one would
need to iterate bothm1 andm2 based on reactance and resis-
tance measurements. Increasingm1 results indecreased re-
actanceand increased resistance~e.g., about 45% increase
whenm1 increases from 2500 to 6500 N/m2!. Increasingm2

results inincreased reactanceandincreased resistance~e.g.,
about 15% increase whenm2 increases from 1 to 4 N s/m2!.
Hence, a reasonable match could be obtained; but, it may
only be accurate for a narrow frequency range. Additionally,
some experimental studies have shown that radiation imped-
ance measurements can be sensitive to the bias preload ap-
plied to the disk to ensure its contact with the surface at all
times.5,23 This, in part, may be responsible for the range of
values reported form1 and particularlym2 that are based on
variations of the experimental radiation impedance technique
compared to Oestreicher’s theoretical formula.

In Figs. 5 and 6 theoretical and numerical predictions
are compared to experimental measurements of surface wave
motion radiating away from the disk. The theoretical predic-
tions are based on the theory previously developed by the

authors.1 The same perturbations inm1 and m2 that were
shown for radiation impedance in Figs. 3 and 4 are used here
for theory andANSYS finite-element numerical simulation.
The following observations are made:~1! Theoretical and
numerical predictions are both in reasonable agreement with
experimental measurements.~While the finite-element re-
sults indicate periodic dips in the response, it is believed that
these are numerical artifacts that may be related to modal
truncation or other effects. They are not evident in the ex-
perimental results or theoretical solution. Their location is
dependent on the elastic modulus but not on the mesh reso-

FIG. 4. Comparison of theoretical pre-
dictions, finite-element calculations,
and experimental measurements of the
impedance for the experiment depicted
in Fig. 2. Resistance and reactance are
the real and imaginary parts of the im-
pedance, respectively. Key: ———
experiment, o o o finite element (m
5450014iv N/m2), - - - theory (m
5250014iv N/m2), ––– theory (m
5450014iv N/m2), –-– theory (m
5650014iv N/m2). ~a! Theory of
Oestreicher~Ref. 4! and von Gierke
et al. ~Ref. 5!. ~b! Theory of Miller
and Pursey~Refs. 2, 3!.

FIG. 5. Comparison of gel phantom experimental measurements with theo-
retical predictions@Roystonet al. ~Ref. 1!# and finite-element calculations
of vertical particle velocity for different values ofm1 (m254 Ns/m2). Ve-
locity is taken with respect to excitation force inputu̇z /F in ~m/sN! on the
surface as a function of radial position at excitation frequencyv/2p
560 Hz. Key: o o o experiment, 3 3 3 finite-element with m1

54500 N/m2, ——— theory with m154500 N/m2, ––– theory withm1

52500 N/m2, - - - theory with m156500 N/m2.
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lution or overall phantom dimensions.! ~2! It appears that
surface wave motion is more sensitive to values ofm1 and
m2 in distinct ways relative to radiation impedance. Consider
the following for v/2p560 Hz. The shear viscositym2

strongly affects the rate of attenuation~greater than 300%
change in dB/cm attenuation betweenm251 and 4 N s/m2!
but does not influence the surface wavelength that much
~only a 4% change betweenm251 and 4 N s/2!. The shear
elasticitym1 significantly affects both the wavelength of the
surface waves~47% change betweenm152500 and 6500
N/m2! and attenuation~300% change in dB/cm attenuation
betweenm152500 and 6500 N/m2!. Thus,m1 may first be
adjusted to predict the correct wavelength. Then,m2 can be
adjusted to predict the correct attenuation rate. Thus, given
the greater and more unique sensitivity of surface waves to
the shear viscoelastic Lame constants, it is concluded that
estimates ofm1 and m2 can be made more precisely using
surface waves measurements as opposed to impedance mea-
surements. Of course, in practice surface wave measure-
ments will require more time and instrumentation relative to
impedance measurements; hence, there is a trade-off.

VI. CONCLUSION

The original motivation for the work reported in this
paper was a discrepancy in predictions of shear elasticity and
viscosity for materials like soft biological tissue. The radia-
tion impedance theory of Oestreicheret al.4,5 yielded predic-
tions over a wide range of values for the shear viscositym2 ,
in particular. The surface wave theory of the authors1 sug-
gested that the most appropriate value form2 might be at the
lower end of the range reported by Oestreicher. The work
reported in the present article offers logical explanations for

the apparent discrepancies. While the radiation impedance
theory of Oestreicher and the surface wave theory of the
authors are both shown to be reasonably accurate based on
experimental and numerical finite-element studies, the sur-
face wave theory is more sensitive to values of shear elastic-
ity and viscosity in distinct ways. Consequently, use of it
will lead to more precise and accurate estimates of the com-
plex Lame viscoelastic material constants.

Another contribution of this study is the direct compari-
son of the radiation impedance theories of Miller and Pursey1

and Oestreicheret al.4,5 Elastic and viscoelastic example
cases were considered that approximated seisomologic, me-
tallic, and soft biological tissue materials. Similar differences
between the theories were observed in each of these cases. In
particular, Oestreicher’s theory predicted a larger resistance
value in all three cases. Using a finite-element solution as the
benchmark for the biological tissue case only, it would ap-
pear that Oestreicher’s theory is the more accurate one of the
two, though further study over a wider range of example case
material conditions is warranted.

Future work of the authors includes extensions of these
studies to a wider range of material conditions and to more
geometrically complex situations that are relevant to biologi-
cal and other applications, including orthotropy in the half-
space medium~e.g., layering! and other types of vibration
excitation sources~e.g., buried sources!.
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Bioacoustic spatial perception by humans: A controlled
laboratory measurement of spatial resolution
without distal cues
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The angular spatial resolution of a wide-angle air sonar using a continuous transmission
frequency-modulated radiation, with the output coupled binaurally to the auditory system of a user,
was measured under restrained controlled conditions. This was done to determine the effect of
adding a narrow central field of view of 9 deg to a wide-angle sonar. The target objects were three
equidistant vertical rods initially spaced apart by 10 deg. This was varied down to a spacing of 4
deg. Ten nonvisual subjects achieved an angular resolution of 6 deg. Four of these ten subjects
continued learning to achieve an unexpected spatial resolution of 4 deg within the 9 deg central
field. A mean error of approximately 1 deg in direction accuracy was achieved. It is inferred that the
unique variations in the octave band ultrasonic echoes within the narrow field, and the invariance of
the on-axis echo as one’s head is turned, enables this angular resolution and accuracy to be achieved
within the wide binaural field of view of 50 deg. This ability to resolve specula objects within a
narrow angular resolution element of 9 deg is linked to the bat’s ability to seemingly resolve object
glints within a distal resolution element of less than 2 wavelengths. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1336138#

PACS numbers: 43.80.Ev, 43.80.Jz, 43.80.Ka@WA#

I. INTRODUCTION

Head-worn wide-angle field-of-view ultrasonic spatial
sensors—or sonars with an audible output—have been devel-
oped so as to aid blind persons to better perceive their
environment.1 Blind persons are reported as being able to
recognize landmarks, particularly trees and plants.2,3

Through recent robotic studies with the sonar information
being computer processed, confirmation of this remarkable
recognition ability has been obtained.4 Interest is focused on
quantifying this ‘‘spatial resolution’’—necessary for object
recognition—that blind persons seemingly enjoy. Imaging of
their object space is carried out at a cortical level and evi-
dence of spatial resolution depends entirely on behavioral
responses—as with animals using sonar. It was reported that
spatial resolution—as measured by the ability to count a
number of rods on a table—was greatly increased when both
angular and distal cues were available.1 This was compared
with the much poorer resolution when only angular spacing
was a discrimination cue. In that experiment, free head scan-
ning was allowed. A special feature of the latest high-
resolution sensor~identified as the Trisensor! is the notice-
able variation in echo structure when the target—a rod—is
off the sensor axis. However, when a rod is viewed orthogo-
nally on axis the echo is invariant and enables a user to
recognize this specific condition which aids correct counting.
If the scanning head does not seek this condition, the ability
to discriminate between a rod and the space between rods is
reduced. Subjects learning to use the sensor by learning to
count rods, and thereby determine the spatial resolution, did
not fully learn to seek the optimum condition for correct

counting. This task may be likened to the familiar one of
counting straight parallel white lines on a black background
when careful control of the fovea is essential. Also, if a line
is missed in the counting process, one has to start again
because there is no specific cue with which to discriminate
one line from another. Sensory system designers with expe-
rience in using the sensor were able to achieve better results
through having learned to use the fine nuances in the echo
signal signatures. The experiment reported here was de-
signed to find out if novice subjects could quickly learn to
use the same fine nuances in the signal signatures as those
with long experience.

II. MATERIALS AND METHOD

The experimental sensory system comprised a
headband-mounted cluster of ultrasonic sensor elements
shown in Fig. 1. The headband was coupled to a box housing
the electronics for generating the special continuous trans-
mission frequency-modulated~CTFM! sonar range code in
the ultrasonic echo signals being sensed. These ultrasonic
signals were converted to the audible frequency range in a
binaural form.~A detailed description of the sensor operation
can be found in Ref. 1.! The specially matched cluster of
sensor elements mounted in the headband produced the field-
of-view plots shown in Fig. 2. These plots represent the
variation in sound intensity as perceived binaurally by the
user when turning one’s head relative to the test target. The
center channel is simply added to the left and right channels.
The distance to a stationary object—one that produces a
single specula reflection—is determined from the pitch of the
audible tone it produces at the earphones, the frequency of
which is proportional to distance~in this case, 2500 Hz rep-a!Electronic mail: kaysonic@voyager.co.nz
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resents 1 m!. In general, under stationary conditions, echoes
appear as almost continuous tone complexes that represent
objects with discontinuities in both shape and texture. Peri-
odic brief interruptions due to the sawtooth frequency modu-
lation in the radiated signal produce a transient pulsation in
the tone. This enables object discrimination through signal
characterization. Object distance can then be related to a spe-
cific feature of an object, such as a reflecting surface, or from
a corner. Using a digital frequency sweep, the distal resolu-
tion of this system is approximately 1.6l at the mean oper-
ating frequency.5

The center channel introduces interference within the
narrow field. This causes the binaural direction cue in the
azimuth plane to be magnified by a factor of 2 within the
narrow central field.1 The audible character of an object echo
on the sensor axis is not modulated by the varying width of
the fields during the frequency sweep. The echo signature on
the axis then most closely represents the object shape as
presented by the object pose.

The bioacoustic sensing process seems to be optimally
carried out for object detection and recognition purposes,
modeling correlation-receiver operation.6 Here, signal pro-
cessing in a large time-bandwidth CTFM sonar sensing sys-
tem is that employing frequency-domain correlation. This is
achieved in a biophysical acoustic sense through the combi-
nation of an electronic multiplier in each receiver channel
followed by the biointegration process determined by the
critical bandwidth of the human cochlea and the neural sys-
tem. This bioacoustic process acts as an adaptive ‘‘spectrum
analyzer’’ with the spatial information being tonotopically
mapped along the frequency axis in the cortex so as to rep-
resent distance.7 The binaural processing maps direction or-
thogonally with the frequency axis at the cortex. Head
motion—which automatically includes any body motion—
results in the receiver array continuously sampling the mul-
tiplicity of reflected and scattered waves from the insonified

object space as these waves flow past the head. This head
motion synchronously modifies the pitch of the echo tone
complexes producing real-time varying sound ‘‘signatures’’
at the audio output for each tone complex, whose binaural
fusion moves laterally to represent relative motion. The
sound signatures include information on the frequency sen-
sitive size, shape, and texture of objects, modulated by the
constantly changing sensing characteristics of the three sen-
sory fields of view as the ultrasonic frequency varies. The
correlation process minimizes masking noise, as in an ideal
receiver, so that maximum object information is made avail-
able for the discrimination and even the recognition pro-
cesses. The object signatures have precise repeatability with
direction of view, or the pose of the object. This motion
invariance leads to a rapid learning process. The direction of
different objects is perceived by the left or right lateral shift
of each complex binaural fusion that each object produces.
Reflected and scattered waves arriving on axis at the central
receiver produce signals with time-varying frequency and
amplitude. They contain, within the time period for a fre-
quency sweep, the maximum information available for ob-
ject categorization as the head scans a small arc—modeling
in a simple way operation of the fovea of the eye. Off axis, it

FIG. 1. This shows the head-mounted spatial sensor used in the experiment.
The ultrasonic transducer cluster is specially designed to provide wide-angle
spatial information about the surrounding object space. The small oval trans-
ducer radiates the CTFM-coded ultrasonic signal over an arc of approxi-
mately 50 deg at the mean frequency of 75 kHz. The remaining transducers
act as receivers. Note the angle at which the circular transducers are
mounted so as to provide binaural information from which direction of an
object is determined. The large oval transducer receives signals from over a
narrow central field of 9 deg.

FIG. 2. Plot of the convolution of the radiation field and the two peripheral
receiver fields, with the central field added, resulting from a reflection of the
radiated signal from a vertical 40-mm-diameter plastic pipe acting as a
standard target. The left and right plots are spaced in angle by 23 total
degrees. The central field is 4 dB more sensitive on axis than the peripheral
fields on their axes. Also plotted is the interaural intensity difference~IID !
that produces the binaural lateral shift from which direction is determined.
This plot models the degree of lateral shift sensed by a user. Note: the zero
value of intensity difference occurs on the sensor axis when both the left and
right signals are equal. The IID plot reverses when the sensitivity is very
weak ~.640 deg! and merges into the system noise. This reversal is not
perceived. The dB scale applies, but not theY-ordinate values. Accurate
location of an object on the axis using the central field characteristics en-
ables fixation on an object for discrimination and possible recognition.
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is motion perception through binaural ‘‘acoustic flow’’ that
is dominant, rather than absolute direction determination.

A. Experimental method

An arrangement was used as shown in Fig. 3 for testing
a blind or blindfolded subject’s ability to locate, bioacousti-
cally, a vertical rod in the presence of two other masking
rods at the same radial distance. The angular spacing of the
rods could be increased or decreased till a threshold criterion
of location and discrimination was established. This is the
most difficult arrangement for viewing rods since there is no
distal pitch cue with which to separate one rod from the
other, as was shown to be helpful in counting rods.1 The
spacing of the rods was such that when the head was directed
at the central rod all rods were in the wide field of view and
each produced a sound having the same pitch but with a
discriminable character. The subject’s head was clamped in
the sensor headband. This was attached to the direction-
measuring sensor via a coupling. The head had freedom to
turn only in azimuth so as to ensure that the sensor azimuth
axis was orthogonal to the vertical rod. As the head turned
the coupling that was attached to a potentiometer, a voltage
was produced that was proportional to the angle of rotation
of the head. A pen on anX–Y recorder than recorded the
angular position of the head on theX axis. The subject was
required to make a vertical mark of constant length on theY
axis of the recorder to represent the angular position of the
rod. This was done by pressing a button when he or she
‘‘looked’’ at the rod and thought that the sensor axis was
passing exactly through the rod in question; in other words,
when the subject was looking at~fixating on! the rod or-

thogonally. The other two rods would be making a tonal
sound of similar pitch that had amplitude modulation im-
posed by the off-axis frequency-sensitive field response of
the sensor. If given special attention, these two rods could be
perceived to be to the left or right of the rod being fixated
and would have a different time varying tonal character.

III. THE EXPERIMENT

Three rods were placed in a slider with the central one
being on the axis of the ahead-looking sensor position and
the other two rods were initially spaced 10 deg to the left and
right of the central rod. Care was taken to ensure that the
rods were vertical so that they produced a maximum reflec-
tion along the horizontal sensor axis. Correct positioning of
the headband on the subject’s head was critical, as small
angular errors were to be recorded. Fourteen nonvisual~one
blind! subjects in turn were required to turn their heads to
locate and look directly at each of three equally spaced dis-
tant rods in turn. When they were satisfied that they were
looking directly at a rod, they were to make a mark on the
recorder by pressing a button. This process was repeated
three more times producing a record having three clusters,
formed from four close-together marks as shown in Fig. 4.
Each cluster represented a rod. An experienced experimenter
monitored the sounds through headphones. During the learn-
ing process the experimenter, by auditory signal monitoring,
was able physically to guide the subject’s head so as to look
directly at a rod. Through this learning process the subject
could become assured that the correct axial sound was being
obtained when making a response. With an angular spacing
of 15 deg it was known from the earlier reported
experiments1 that 100%-correct discrimination between rods
was highly likely. The degree to which a subject could ac-
curately look at a rod was of interest. More importantly, the
experiment was to determine the minimum angular spacing
before angular resolution was found to be no longer possible.

Angular resolution in this experiment is defined as the
angular spacing needed in order that there is seen to be clear

FIG. 3. The arrangement used for determining the spatial resolution of the
sensor. A nonvisual subject is required to locate a rod with the sensor and
press a button to record the head position on theX axis of anX–Y recorder
when it is thought the sensor is looking directly at the desired rod. The three
rods produce the same distance cue in the form of similar-pitch tones. The
several characteristics of the tones vary as the head is turning. When a rod is
on the sensor axis the tone is more pure, the binaural lateral shift is central,
and the sound is loudest enabling accurate fixation to take place.~The ar-
rangement was used for a variety of sensory experiments.!

FIG. 4. This is an example of the records obtained from individual subjects
of the position of their ‘‘head-looking’’ position when they thought that the
sensor is directed exactly at the appropriate rod. Each short vertical mark
simply indicates the angle of the sensor axis relative to the rod’s angular
position at the moment that the user presses a button. Most subjects
achieved a spatial resolution of 6 deg. Four of these subjects achieved a
resolution of 4 deg. That is well within the field of view of the central beam
and this is of special interest.
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separation between the three groups of responses represent-
ing four looks per rod, such as shown for 6-deg rod spacing
in Fig. 4. We were concerned here with obtaining a measure
of the limit of perceptual discrimination for the most difficult
controlled sensory task when a reliable decision has to be
made during an action. The concept of perceptual resolution
is subjective, but is related to the standard deviation of the
angular errors in the responses. After obtaining a very clear
angular spacing resolution for a 10-deg spacing, using the
first 12 subjects, the spacing was reduced to 8 deg and all 14
subjects then became involved. A period of training was
again provided, then the test was repeated. This procedure
was followed reducing the spacing in steps of 2 deg until all
subjects felt that their responses were erratic and gave up
further learning.

IV. RESULTS

The analysis of the many trials is presented in Table I,
determined from the results of each subject—such as shown
in Fig. 4 for one subject. The mean angular error in degrees
was determined for each subject for each test. For each value
of angular spacing, the overall mean error and the standard
deviation of the errors was then determined. The mean error
of location does not significantly exceed 1 deg. The separa-
tion of 6 deg was the closest separation for resolution to be
obtained for the ten subjects who continued to this level of
difficulty. Only four of these subjects were prepared to con-
tinue to attempt resolution for a 4-deg separation. The stan-
dard deviation of the errors shows that at 4-deg separation,
resolution was possible. One of these four subjects was a
10-year-old blind girl who had, at the age of 6, learned very
effective use of the low-resolution Canterbury Child’s Aid.8

V. DISCUSSION

Dominant signal amplitude variation with angular
change near the sensor axis due to the central beam of 9 deg
width at the26-dB level cannot alone explain the spatial
resolution of 4 deg—as determined by the standard deviation
of angular errors being less than half the angular spacing. At
least one additional rod was producing an amplitude-
modulated signal of similar pitch to that being viewed and
this tends to mask the wanted signal. It is seen from Fig. 2
that angular movement of 4 deg about the central axis pro-
duces little more than a 1.0-dB loudness change. This is
much less than the just noticeable difference~jnd! for ampli-
tude change.9 Two other factors played a more important
part. The rod echo signal on axis was of a noticeably differ-

ent characteristic—in the form of a 50-ms constant ampli-
tude echo envelope—from the off-axis signal, which was
tapered due to the frequency change. This noticeable change
in characteristic takes place in real time with angular change.
Also, the interaural intensity difference~IID ! rate, in dB per
degree, producing the binaural direction cue changed rapidly
within the central field. Awareness of the change from the
peripheral IID to the more accentuated central IID depends
on how controlled the sensor axis is caused to approach the
direction of the object from the left or right as the head is
turned. When the fused binaural signal was centralized,
when it correlated with the desired sound signature, and was
also thought to be loudest, the subjects in this experiment
were confident about making a judgment and pressed the
button. As the spacing was reduced the novice subjects
found the task mentally exhausting and all but four dropped
out at the 6-deg spacing. The process became competitive.

This experiment is the first dynamically interactive at-
tempt at measuring what might be called ‘‘perceptual loca-
tion’’ accuracy and object spatial resolution, using a human
with the head physically coupled to a recording instrument
for monitoring azimuthal head turning, so as to test a high-
resolution ultrasonic spatial sensor. This method is very dif-
ferent from the customary ‘‘hand-pointing’’ or ‘‘hand-
grasping’’ methods used by independent psychological
experimenters who failed to provide confirmatory informa-
tion that the indicated direction of the hand pointing is
closely aligned with the cognitive perception.10,11 Here, it is
believed that more meaningful results were obtained, the ac-
curacy of ‘‘measured head pointing’’ being at least six times
and up to 20 times superior to measured hand pointing that
used no corrective feedback. It was evident from observing
subjects that the operation of the biophysical system, with
the central field of view in use, makes this system operable
like the fovea of the eye for locating and discrimination be-
tween objects. This is enabled by the immediate feedback in
the change of sound as the head is moved, providing good
control of neck motion. The controlled feedback is quickly
learned but skill increases with experience. With a little ex-
perience one can readily return to ‘‘look’’ at the base posi-
tion, from which an object scan commenced, by matching
with the memorized sounds and repeat the operation. Obser-
vation of school-age blind children using the sensor to locate
a rod led to the realization that their auditory neural feedback
system operated like a heavily damped control system, which
briefly oscillates about the zero error and becomes steady.12

This is considered to be equivalent to fixating on the rod.
The importance, of course, is that the sound from the acous-
tic visual substitution process represents three-dimensional
Euclidean space—as is normally seen by eyes.

This sensory performance is obtained only using infor-
mation from earphone inputs to the two auditory channels
and the associated effects of the head motion of a human. A
4-deg spatial resolution normally requires use of an aperture
of 121 wavelengths that produces a complex near field some
70 cm long. The field plots in Fig. 2 were taken at a distance
of only 40 cm. The possible alternative use of FM echo pulse
compression and time correlation for range coding, in place
of the CTFM range coding and frequency correlation, could

TABLE I. Trial analysis determined from the results of each subject.
‘‘Mean error’’ is the mean error of location of the rods in degrees. S.D. is
the standard deviation of the errors of all the subjects.

Rod spacing

Left rod Center rod Right rod

Mean error S.D. Mean error S.D. Mean error S.D.

10 deg S512 0.44 1.94 0.07 1.18 0.57 2.43
8 deg S514 0.65 1.34 0.36 1.41 0.53 1.87
6 deg S510 0.85 1.96 0.92 1.41 0.10 3.23
4 deg S54 1.13 1.55 0.39 0.38 0.30 0.70
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not match the spectral analysis of the human auditory neural
system, and multiple object perception would be destroyed.
Object recognition would be lost in any kind of audible click
that was produced, without this first being accompanied by a
times-50 time-stretched signal.13 The human memory of
sound signatures representing object shape and their varia-
tion in real time with motion and object pose would also be
lost. The Trisensor processing plays a very important part in
the fixation process for object recognition. It suggests an
explanation for the Saillantet al.14 hypothesis that the bat
enjoys better distal resolution than is predicted by the ideal
receiver theory—as was demonstrated by the recognition of
two glints within the receiver resolution limits. They refer to
the bat having hyper-resolution. Kuc15 examined this hyper-
resolution using a USA penny as an object that was expected
to produce multiple glints. He used a range-gated wideband
ultrasonic pulse system, operating at an angle of 45 deg to
the surface and at a distance of 15 cm from the coin. It was
found possible for his biomimetric machine, after many in-
tegrations, to recognize the difference between the ‘‘head’’
and the ‘‘memorial’’ sides of the USA penny for a particular
pose. This required extra high resolution because of the con-
stant presence of the echo from the rim. Kuc’s experiment
was repeated using the Trisensor system but at 30 cm, with
the audible output bandpass filtered to pass echoes from
within a range bracket proportional to that used by Kuc.
Three system designers experienced in listening to the
Trisensor sounds found that the same task could be done in
perceptual real time, as the coin was rotated lying on the
center of a turntable. Only the central channel was used; the
binaural facility was found to be unnecessary. With only the
audible output there was a clearly distinctive sound complex
arising from the two glints from~a! the closest memorial
step—when it became orthogonal to the sensor axis—and~b!
the near-side rounded coin rim, acting in combination. This
pose sounded quite different from the sound produced from
the head of the coin. The distance between the rear-rounded
~not sharp as drawn by Kuc! coined edge of the penny and
the first lip of the memorial steps—both producing a compa-
rable echo signature—is about 1 mean wavelength. The ap-
plication of ideal receiver theory employing an octave band
radiation enables a distal resolution limit of 1.6
wavelengths.5 In practice, the effective bandwidth of the
Trisensor is significantly greater than 1 octave. Thus, two-
glint object recognition actually occurred within these theo-
retical resolution limits, just as found by Saillantet al. The
human has shown, through a simple validation of Kuc’s ex-
periment, that when presented with sensory spatial informa-
tion resulting from a very wideband radiation and with a
signal matched to the hearing process, he/she can do similar
to the bat and better than information theory predicts. This
seems to justify a claim of hyper-resolution bioacoustic spa-
tial perception using the Trisensor.

Importantly, the ability to recognize orthogonality of a
rod and fixate on it in the presence of similar masking
sounds, as demonstrated in this experiment, depends on the
same ability to recognize find sound nuances from two or
more glints—as required for recognizing the pose of the me-
morial steps. The hyper-resolution—as it might be

called—in angle is achieved through similar variation in sig-
nal nuances and discrimination as produced by the rotating
coin. The coin glints were not perceived as separate
sources—like points of light—but instead the sound change
they producedrepresentedsources spaced in distance at a
mean radial distancerepresented by their combined
envelope-modulated pitch. The envelope modulation in
Trisensor for two close glints is similar to that shown in Ref.
14, Fig. 11~a!. It is inferred that the concept of resolution
when using an ideal receiver14 is limiting when considering
auditory neural processing and cognition for object recogni-
tion. Much consideration needs to be given to the exception-
ally complex neuronal signal processing occurring in con-
junction with a powerful memory and its part in the process
of object recognition. The signal processing used by Kuc
may have destroyed some important information.

The human auditory system cannot do better than al-
lowed by the critical bandwidth theory.9 This has variously
been said to determine auditory frequency resolution. But,
Do and Kay16 showed that a frequency difference that en-
abled clear simultaneous resolution between two tones~like
we observe between two points of light! required a frequency
separation greater than 40% of the mean frequency. This is
much wider in frequency separation than the critical band-
width of the auditory system of man. Two-tone resolution
~separation! was determined in their experiment by testing
the ability of subjects to correctly say which of two simulta-
neous pulsating tones produced a left or right binaural lateral
shift—that was when an interaural amplitude difference was
applied to one of the two tones. It was found that the seem-
ing poor spatial resolution was very greatly increased when
the frequency of one of the two tones was changing and was
dependent on the rate of change. If, instead, a subject is
required to say if there are one or two tones present, then
many different interpretations result but they do not deter-
mine resolution.

A simple experiment was tried using the slightly dis-
placed edges of two sheets of writing paper that were or-
thogonal to the sensor axis to produce two strong echoes
~glints!. These were echoes that were the first derivative of
acoustic impedance with respect to range and produces an
180-deg phase shift.15 It was established that fine discrimi-
nation between two different double-glint situations~slightly
different degrees of modulation! is possible using the
Trisensor—even when the space between them was made so
small as to approach zero. Exact alignment of the pages was
possible by recognizing the particular state when a single
specula reflection was obtained. This kind of discrimination
may only be done nonvisually by humans when using such
an octave band sensor as employed in this experiment, or
seemingly by a bat using a wide-bandwidth sonar. The ech-
oes in both systems have similar modulations imposed by the
changing wavelength. The auditory systems and the cogni-
tive processes of both the bat and the human are capable of
making these very fine discriminations related to Euclidean
space. The SCAT model of Saillantet al. may not be the
only one, even though it does demonstrate feasibility.
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VI. CONCLUSION

The formal experiment reported here, in conjunction
with that earlier reported,1 may be recognized primarily as
part of an attempt to determine the value of the sensor to a
blind person through a spatial resolution test, akin to an op-
tical test of spatial resolution for a driving license. General
usability may then be inferred—as in optical vision. It must
be said, however, that sonocular perception~as this form of
ultrasonic spatial perception is being called! is very much
poorer in spatial information than optical sensor perception,
and such inference may not be possible. The information
made available is nevertheless very much richer than that
provided by natural echolation, upon which blind persons are
expected to rely. Few do so. Also, it is believed that some
visually impaired persons would not have been able to
achieve results similar to those obtained here using their de-
fective vision, suggesting that persons with a severe visual
impairment may find sonocular perception additionally use-
ful. In particular, determining the distance to a specific object
or environmental feature using a sensor of this type may
overcome the distance perception problem the low-vision
person experiences. Since natural echolation with its limita-
tions remains the best means readily available for blind per-
sons to detect and locate objects around them, it would seem
worthwhile to study sonocular perception further, so as to
gain a greater understanding of its capability under real dy-
namic daily living conditions. It is a more complex problem
than the use of a hearing aid. The controlled static conditions
in a laboratory, as mainly used by collaborators employing
conventional psychological testing of Trisensor use, have not
provided much useful information about a highly dynamic
process that is learnedonly by blind persons over a signifi-
cant period of time. No sighted person has learned a form of
sonocular perception like those blind persons using the Son-
icguide™ over long periods of time~25 years!. It has also
been found that translating the better spatial information
from sonocular perception into teachable experiences of
daily use is not obvious to teachers of the blind. The acoustic
insights do not exist. It would seem, however, that sonocular
perception with the degree of spatial resolution now avail-
able would enable blind persons to move about more natu-
rally, and in a more relaxed way, then when relying entirely
on using a cane and natural echolocation as their only means
for environmental object perception. It is suggested that
maybe a degree of natural self-learning from the dynamic
use of the sensor through specially designed home exercises
would lead to effective use. Further studies are needed to
obtain some degree of correlation between sensor

performance—as obtained here—with sensor usefulness to
blind persons. Can a developing blind child naturally self-
learn sonocular perception and develop cognition and action
more quickly? Blind neonate macaques self-learned to use
the Trisensor from birth.17 This subject seems to offer a very
challenging opportunity.
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The segregation of concurrent vocal signals is an auditory processing task faced by all vocal species.
To segregate concurrent signals, the auditory system must encode the spectral and temporal features
of the fused waveforms such that at least one signal can be individually detected. In the plainfin
midshipman fish~Porichthys notatus!, the overlapping mate calls of neighboring males produce
acoustic beats with amplitude and phase modulations at the difference frequencies~dF! between
spectral components. Prior studies in midshipman have shown that midbrain neurons provide a
combinatorial code of the temporal and spectral characteristics of beats via synchronization of spike
bursts to dF and changes in spike rate and interspike intervals with changes in spectral composition.
In the present study we examine the effects of changes in signal parameters of beats~overall
intensity level and depth of modulation! on the spike train outputs of midbrain neurons. The
observed changes in spike train parameters further support the hypothesis that midbrain neurons
provide a combinatorial code of the spectral and temporal features of concurrent vocal signals.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1340646#

PACS numbers: 43.80.Lb, 43.64.Tk@WA#

I. INTRODUCTION

The detection and discrimination, i.e., segregation, of
individual vocalizations that overlap in time are auditory
processing tasks faced by all vocal species. Because of the
nature of sound, the waveforms of simultaneous acoustic sig-
nals fuse into a single stimulus at a receiver’s ear. When the
overlapping signals are multi-harmonic, the resultant wave-
form contains acoustic beats with amplitude and phase
modulations at the difference frequencies~dF! between the
fundamental frequencies (F0’s! and harmonic components of
the individual signals. To segregate the concurrent signals,
the auditory system must encode the resultant waveform
such that at least one of the signals can be independently
detected. The elucidation of the neural mechanisms and com-
putations utilized in the coding of concurrent vocal signals is
essential to understanding the processes underlying their seg-
regation.

A number of psychoacoustic studies in humans have
shown that small differences in theF0’s of overlapping vow-
els ~multi-harmonic signals! facilitates their segregation
~Brokx and Nooteboom, 1982; Chalikia and Bregman,
1989!. Modeling studies of the possible mechanisms under-
lying concurrent vowel segregation by humans suggest that
the temporal encoding of the individualF0’s ~Assman and
Summerfield, 1990; Meddis and Hewitt, 1992; de Chev-
ergne, 1993, 1997! or the beat waveform itself~Culling and
Darwin, 1994! can serve as the basis for signal segregation.
Neurophysiological studies of mammalian auditory afferent
encoding of concurrent vowels show that theF0’s are tem-
porally coded~Palmer, 1990; Cariani and Delgutte, 1996a,
b!. Within the ventral cochlear nucleus of cats, the temporal

coding of concurrent vowelF0’s is maintained by chopper-
like neurons~Keilson et al., 1997!. However, the encoding
of concurrent vocal signals by higher auditory centers in
mammals and the neural computations utilized in their seg-
regation remain unexplored.

In a vocal teleost, the plainfin midshipman~Porichthys
notatus!, overlapping vocalizations are a common occur-
rence in the course of its natural social reproductive behav-
ior. During the breeding season, nesting male midshipman
congregate in localized regions of the intertidal zone and
produce long duration~.1 min!, multi-harmonic signals
~‘‘hums’’ ! during courtship of females~Brantley and Bass,
1994; Basset al., 1999!. Hence, vocal signals often overlap.
Behavioral two-choice phonotaxis experiments have demon-
strated that midshipman can detect and localize a single
humlike tone when presented with a choice between two
concurrent tones that originate from separate underwater
loudspeakers~McKibben and Bass, 1998!. Hence, midship-
man possess the neural mechanisms necessary to segregate
concurrent signals.

In two recent studies, we examined the encoding of the
temporal envelope and spectral composition of concurrent
vocal signals by the midshipman auditory midbrain~Bodnar
and Bass, 1997, 1999!. Within the auditory midbrain, neu-
rons synchronized their spike bursts to beat dFs and in most
cases were tuned to a specific dF~Bodnar and Bass, 1997!.
In addition, the spike rates and interspike intervals~ISIs! of
midbrain neurons were sensitive to the spectral composition
of beats. In response to beats with the same dF, but that
differed in a single frequency component, 60% of the neu-
rons showed significant differences in their spike rates while
97% showed significant differences in their ISIs over a spe-
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cific range of intervals~Bodnar and Bass, 1999!. The differ-
ences in spike rate accounted for only 30% of the variance of
the differences in ISIs. Together these data indicate that dif-
ferences in synchronization to dF, spike rate, and ISIs of
midshipman midbrain spike trains may all play a role in
concurrent signal encoding, i.e., together they could provide
a combinatorial code of the dF and spectral composition of
concurrent signals.

Our previous studies of the coding of concurrent signals
focused on assessing responses to signals with a standard set
of parameters, namely beats that were 12 dB above threshold
and with 100% depth of modulation~equal intensity primary
tones!. However, in an animal’s natural habitat, both the
overall intensity of beats and the relative intensities of the
beat’s individual components will vary with the receiver’s
distance from signalers and their individual sound outputs.
Thus understanding how changes in signal parameters are
reflected in changes of spike train coding parameters is nec-
essary to derive the exact nature of the neural code of con-
current signals and how it may be utilized in beat detection
and signal segregation. In this study, we present beat and
AM stimuli at different intensity levels and depths of modu-
lation and examine the changes in spike rate, synchronization
to dF, and ISI spectral sensitivity of auditory midbrain neu-
rons. AM stimuli were included because midbrain units re-
spond differentially to the modulation of AM and beat sig-
nals ~Bodnar and Bass, 1997!; midshipman also generate
brief duration AM-like signals called ‘‘grunts’’ in agonistic
encounters~Brantley and Bass, 1994; Basset al., 1999!. AM
stimuli also provide an interesting comparison to beats be-
cause while both signals are similar in their amplitude modu-
lations, they differ in their spectral and fine temporal prop-
erties such as phase modulations. We assessed the effects of
changes in stimulus parameters on both the responses of in-
dividual neurons and across the population of animals tested.
Our results show that changes in any one signal parameter
produce changes in more than one spike train parameter and
that changes in signal power alone do not provide an ad-
equate explanation for the observed data. Instead, it appears
that changes in the constellation of multiple spike train at-
tributes specify a particular set of signal parameters. This
lends further support to the hypothesis that midbrain neurons
provide a combinatorial code of the temporal and spectral
features of acoustic signals.

II. METHODS

A. Neurophysiological recordings and acoustic
stimuli

Animal preparations and recording methods are identical
to those reported in Bodnar and Bass~1997, 1999!. Single
unit recordings were obtained from the auditory midbrain of
male (n524) and female (n512) midshipman fish. For sur-
gery, animals were anaesthetized by immersion in 0.2%
ethyl p-amino benzoate~Sigma Chemical, Inc., St. Louis,
MO! in seawater from their housing unit. The midbrain was
exposed, and a plastic dam was attached to the skin sur-
rounding the opening which allowed for submersion of the
fish below the water surface. During recording, pancuronium

bromide~0.5 mg/kg! was used for immobilization and fenta-
nyl ~1 mg/kg! for analgesia. The animal was respired via
constant water flow across its gills. Acoustic signals were
synthesized using custom software~CASSIE designed by J.
Vrieslander at Cornell Univ.! and delivered through an
UW30 underwater speaker positioned beneath the fish in a
32-cm-diameter tank~design after Lu and Fay, 1993!. The
frequency response of the speaker was measured with a
Bruel and Kajer 8103 mini-hydrophone, and sound pressure
was equalized usingCASSIE software. Hydrophone record-
ings of acoustic stimuli verified that reflections from the tank
walls and water surface did not alter the sound pressure
waveform of the signals. The research reported here was
performed within the guidelines of the Cornell University
Animal Care and Use Committee and the National Institutes
of Health.

Beat stimuli were composed of two tones (F1 andF2)
near theF0’s of natural hums~see Basset al., 1999!. F1 was
held constant at 90 or 100 Hz which is close to the charac-
teristic frequency of most auditory midbrain units;F2 varied
from F1 up to610 Hz in 2-Hz increments and in some cases
additional dFs were recorded out to615 Hz, spanning the
range of characteristic frequencies~Bodnar and Bass, 1997!.
The order of presentation of beat stimuli was either with
increasing dF, decreasing dF, or random dF. Stimuli were 1 s
in duration and data were collected for ten repetitions at each
dF.

To assess the effects of changes in stimulus levels, we
typically recorded a neuron’s spike train responses to beats
with 100% depth of modulation at 6 dB and 12 dB above
threshold. In some cases, responses were measured at 12 dB
and 18 dB above threshold, while in others, responses to all
three stimulus levels were recorded. To test the effects of
changes in depth of modulation, responses to beats with 50%
and 100% depth of modulation were recorded. In some neu-
rons, responses to 75% depth of modulation were also re-
corded. We did not compensate for decreases in the overall
stimulus level with decreased depth of modulation.

Responses to amplitude modulated~AM ! signals with a
carrier frequency of 90 Hz and modulation frequencies
~modF! of 2, 4, 6, 8, and 10 Hz were recorded at depths of
modulation of 50%, 80%, and 100%. A depth of 80% AM
was used because this depth was used in previous compari-
sons of beat and AM signals~Bodnar and Bass, 1997!.

B. Spike train analysis

1. Spike rate and vector strength of synchronization
to beat dF (VS dF)

The mean spike rate was calculated over ten repetitions
at each dF or modF. The analysis ofVSdF follows the
method described previously~Bodnar and Bass, 1997!.
Briefly, VSdF was calculated for each dF by determining the
vector strength of spike times for the cycle period equal to
dF. In the case of AM signals, vector strength was computed
for the modF,VSmodF. All other analyses of spike train re-
sponses to AM signals described below follow those of
beats, using modF andVSmodF rather than dF andVSdF.
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Traditionally, a single vector strength value is calculated
over all the spike train data. However, to quantify and com-
pare beat responses between different stimuli, we computed
VSdF over 1-s stimuli and statistical measures over ten rep-
etitions. Using this method, Bodnar and Bass~1997! showed
that midbrain neurons exhibit selectivity at one or more dFs.

The RayleighZ-value tests whether synchronization to
the dF period signal is significant~Batschelet, 1981!. Here,
we computed theZ-value using the meanVSdF and mean
spike rates:

Z5~VSdF!
2*mean spike rate

p,0.05 for Z.3. ~1!

2. Gain of the modulation transfer function (MTF) and
the magnitude of the Fourier component (FC)

We also computed the gain of the modulation transfer
function ~MTF! and the magnitude of the Fourier component
~FC! for each neuron. These values were computed follow-
ing Rees and Palmer~1989!:

Gain520* log
% modulation of the period histogram

% modulation of the waveform

where % modulation of the period histogram

5200* VSdF, ~2!

FC52*mean spike rate* VSdF. ~3!

The gain of the MTF indicates how much the temporal
modulation of a neuron’s spike train amplifies or attenuates
the actual modulation in the stimulus waveform. In the case
of stimuli with 100% modulation, this value directly reflects
VSdF. The FC gives a measure of the combined effects of
the changes in spike rate andVSdF at a given dF with
changes in stimulus parameters.

3. Statistical comparisons of spike rate, VS dF , gain,
and FC data

The effects of changes in the intensity or depth of modu-
lation on spike train parameter responses were assessed for
both individual neurons and across the population of animals
tested. We assessed the effects of changes in stimulus level
and depth of modulation on the spike rate andVSdF at each
dF between610 Hz for individual neuron responses using a
two-way factorial ANOVA. The ANOVA was computed
across responses to individual stimulus repetitions with dF
and the stimulus parameter~intensity or depth of modula-
tion! as the two factors. This analysis was not performed for
the gain and FC as determination of these values was based
on the mean spike rate andVSdF values; hence, statistical
comparisons could not be made.

To determine the effects of stimulus parameters on the
spike rate,VSdF and FC across the population, we computed
the relative change in each spike train parameter for an in-
crease in intensity~e.g., 12 dB/6 dB! or depth of modulation
~e.g., 100%/50%! at each dF. We determined a mean value
for the relative change in any one spike train parameter in
two ways:~1! a mean was computed across all dFs for the

FIG. 1. Spike train analysis of ISI spectral sensitivity~modified from Bod-
nar and Bass, 1999!. ~A! A schematic of an example of a power spectrum of
negative and positive beat dFs~66 Hz! used in this study. For most stimuli,
one component was always held constant at 90 or 100 Hz, while the other
component was varied from210 Hz to110 Hz in 2-Hz increments.~B! A
schematic of spike rate and interspike interval~ISI! measurements used in
this study. ISIs (Dt) were measured within a beat cycle and not between
beats~designated byX between the first and second beat cycles!. ISIs were
compared between negative and positive dF beats so that the beat stimuli
differed in only one spectral component.~C! A plot of the inverse cumula-
tive distribution functions of a unit which does not show significant differ-
ences in its mean ISIs for a66-Hz beat over the entire range of intervals.
The arrows mark the beginning and end of where the two plots show a
divergence.~D! A plot of the inverse cumulative distribution functions of
the same unit over the intervals marked by the arrows in~C!. Within this
limited range of intervals~ISI!, there is a significant difference in the mean
ISIs of the ispike train responses to a66-Hz beat. In all cases, a unit was
considered to show ISI spectral sensitivity only if>50% of its ISIs fell
within the spectrally sensitive range.
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entire population of single units sampled; and~2! a mean
value for relative change was determined for only those dFs
with a significantVSdF at either the lower intensity or depth
of modulation. We carried out the latter computation because
our previous studies have shown thatVSdF is the most salient
parameter for coding beat dFs~Bodnar and Bass, 1997,
1999!. Hence, we wanted to determine the effects of stimulus
parameter changes on significantVSdF coding.

Because more than one unit was often recorded from the
same animal, we averaged the values of units within the
same animal in order to maintain strict independence of the
data for statistical tests. A one sample sign test~nonparamet-
ric one samplet-test! against a distribution with mean equal
to one was used to test for significant differences (p
,0.05). If there was no change in the mean relative spike
train parameter, then the distribution should have a mean that
is not significantly different from one~null hypothesis!. This
approach was the most conservative in that statistical power
was reduced~lower sample size of animals rather than neu-
rons and nonparametric test!.

Because gain measurements inherently denote a relative
change~i.e., 16 dB always indicates twice the value!, abso-
lute differences in the gain values were measured and aver-
aged across dFs and individual animals. In this case, a one
sample sign test against a hypothesized distribution with a
mean of zero was used to test significance (p,0.05).

In our experiments, the number of stimulus parameters
for each test varied between neurons. In addition, there is not
a nonparametric repeated measures ANOVA. Hence, we
compared cumulative data across the population separately

for 6 dB vs 12 dB and 12 dB vs 18 dB, as well as 50% vs
100% and 75% vs 100%.

4. ISI spectral sensitivity

The sensitivity of spike train ISIs to the spectral compo-
sition of beat signals~ISI spectral sensitivity! was assessed
following methods described in detail in Bodnar and Bass
~1999!; we outline this relatively new procedure again in Fig.
1. Comparisons were made between the first order ISIs
within beat periods of spike train responses to6dF stimuli
@Figs. 1~A! and~B!#. Because the dF of the two signals is the
same, differences in a neuron’s spike train responses will
reflect differences in the spectral composition of the two
beats of opposite sign. To compare first-order ISI probability
distributions, we examined the inverse cumulative distribu-
tion functions, also known as survival functions~using
StatView 4.5!, of the ISIs of spike train responses to positive
and negative dF beats@Fig. 1~C!#. A cumulative probability
distribution ~F! shows the probability of event occurrences
less than or equal to a designated value@e.g.,Dt, Fig. 1~B!#;
the inverse cumulative distribution (12F) shows the prob-
ability of event occurrences greater than or equal to the des-
ignated value. These plots were used because they facilitate
identification of differences in the ISI distributions. The
points of divergence in the ISIs is easily observed in the
inverse cumulative ISI distributions and hence, the range
over which the ISIs appear to exhibit sensitivity to differ-
ences in the spectral composition of a beat can be directly
assessed@Fig. 1~C!#. A unit is designated as exhibiting ISI

TABLE I. Summary of the changes in midbrain neuron spike train parameters with changes in stimulus
intensity of beats. Mean values and statistical tests are on individual animals, i.e., data for multiple neurons in
a single animal are averaged together.

N
~neurons/animals! VSdF Spike rate Gain FC

12 dB/ 6 dB
all dFs 34/19 1.0260.15 1.4260.34b 0.0561.11 1.4460.33b

dFs withZ.3 at 6 dB 29/17 0.9460.07a 1.4060.31b 20.6060.69a 1.3260.26b

18 dB/12 dB
all dFs 12/10 0.9260.09 1.2660.18b 20.9560.92 1.1760.16a

dFs withZ.3 at 12 dB 12/10 0.9360.09 1.2660.19b 20.9460.90 1.1760.16a

ap,0.05 one sample sign test.
bp,0.01 one sample sign test.

TABLE II. Summary of the changes in the mean relative change in midbrain neuron spike train parameters with
changes in the depth of modulation of beats. Mean values and statistical tests are on individual animals, i.e.,
data for multiple neurons in a single animal are averaged together.

N
~neurons/animals! VSdF Spike rate Gain FC

100%/50%
all dFs 39/20 1.2560.10b 1.1060.17 24.3360.58b 1.3560.20b

dFs withZ.3 at 50% 33/18 1.1460.10b 1.0960.25 24.8360.97b 1.2260.22a

100%/75%
all dFs 18/10 1.0860.07a 1.1260.15a 21.9861.00a 1.2360.18a

dFs withZ.3 at 75% 15/9 1.0560.07 1.1260.13 22.2660.80a 1.1660.12a

ap,0.05 one sample sign test.
bp,0.01 one sample sign test.
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spectral sensitivity if it shows significant differences (p
,0.05, Mann–Whitney U-test! over at least 50% of its total
ISIs in spike output responses to6dF beats@e.g., Fig. 1~D!#.

To compare ISI spectral sensitivity for different param-
eter settings, its presence or absence was scored for each
intensity or depth of modulation level. We designated ISI
spectral sensitivity as being maintained, if ISI spectral sensi-
tivity ~i.e., significant differences in ISIs! was present at both
the lower and the higher parameter setting. ISI spectral sen-
sitivity was considered lost, if ISI spectral sensitivity was
present at the lower parameter value and absent~i.e., no sig-
nificant differences in ISIs! at the higher parameter value.
Finally, we designated that there was a gain in ISI spectral
sensitivity, if ISI spectral sensitivity was absent at the lower
parameter value, but appeared for the higher parameter set-
ting.

A single unit may exhibit ISI spectral sensitivity for
some dFs and not others, as well as over different ranges for
different dFs. Thus there was no obvious way to combine
data for different dFs for a single neuron or individual ani-
mals. Hence, cumulative data are presented in terms of per-
cent cases which maintained, lost, or gained spectral sensi-
tivity and no statistical comparisons were made: each case
represents a single dF. Because ISI spectral sensitivity is
determined by the comparison of6dF signals, this measure
cannot be obtained for AM signals as only one stimulus ex-
ists for each modulation frequency.

III. RESULTS

Complete data sets were recorded in 42 neurons for in-
tensity comparisons, 41 neurons for depth of modulation of
beat comparisons, and 27 neurons for depth of modulation of
AM stimuli in a total of 36 animals. Thresholds ranged from
85 to 120 dBre: 1 mPa. A data set was considered complete
if recordings were obtained for a minimum of the same eight
dFs or modFs for at least two levels of intensity or depth of
modulation. Hence, the number of units for parameter com-
parisons was limited by the time required to hold a stable
recording and obtain complete data sets. For units with ex-
ceptionally stable isolation, data were obtained at an addi-
tional intensity~18 dB! or depth of modulation~75%!.

As mentioned in the Introduction, a primary focus of our
previous studies has been on the temporal coding of beat dF
or AM modF via synchronization, i.e.,VSdF or VSmodF, re-

spectively. We compared the effects of intensity and depth of
modulation both for all dFs and for only dFs which showed
significant synchronization at the lower intensity or depth of
modulation; we also compared the effects of changes in AM
depth of modulation on the encoding of all modFs and for
only modFs which showed significant synchronization at the
lower depth of modulation. The statistics from both analyses
of the population data are summarized in Tables I–III. We
also show representative responses of individual neurons as
well as the frequency distributions of the population data for
all animals.

A. Effects of changes in overall intensity of beats

A total of 42 neurons were tested; 30 neurons for
changes in intensity from 6 dB to 12 dB, 4 neurons for 6 dB,
12 dB, and 18 dB, and 8 neurons for changes in intensity
from 12 dB to 18 dB above threshold. Examples of the ef-
fects of changes in overall stimulus intensity on the spike
train parameters of individual neurons are shown in Fig. 2.
The observed changes inVSdF of two representative mid-
brain neurons at different dFs with a 6-dB increase in inten-
sity are shown in Fig. 2~A!. The neuron on the left showed a
significant decrease inVSdF with increased intensity~two-
way ANOVA p,0.0001, df51, F5185.1), while the unit
on the right showed no significant change across all dFs. The
majority of units ~62%, n526/42) showed significant
changes in theVSdF with changes in intensity level (p
,0.05 ANOVA effect of intensity!. Changes in intensity
produced changes in the dF tuning in only 17% of the neu-
rons, i.e., the dFs that showed the maximumVSdF shifted
~n57/42, ANOVA effect of dF* intensity, p,0.05). Thus
dF tuning remained relatively stable with changes in this
parameter.

The effects on the spike rate responses for the same
neurons in Fig. 2~A! are shown in Fig. 2~B!. In both of these
neurons, increases in intensity produced significant increases
in spike rate @two-way factorial ANOVA, left panel:p
,0.0001, degrees of freedom~df51, F5234.2; right panel:
p,0.0001, df51, F526.2]. At the single unit level, in-
creases in intensity produced significant changes in spike
rate in 88% (n537/42) of the neurons tested~ANOVA ef-
fect of intensityp,0.05). There was a significant interaction
between dF and intensity in 55% (n523/42) of the neurons
~two-way ANOVA dF* intensity p,0.05) indicating that

TABLE III. Summary of the changes in the mean relative change in midbrain neuron spike train parameters
with changes in the depth of modulation of AM signals. Mean values and statistical tests are on individual
animals, i.e., data for multiple neurons in a single animal are averaged together.

N
~neurons/animals! VSmodF Spike rate Gain FC

100%/50%
all modFs 20/12 1.3660.14b 1.1260.09b 23.4560.93b 1.5160.18b

modFsw/Z.3 at 50% 17/10 1.2660.12b 1.1260.07a 24.2361.01b 1.3960.22a

100%/80%
all modFs 27/13 1.0760.06a 1.0660.12 21.2660.79b 1.1760.17b

modFsw/Z.3 at 80% 27/13 1.0560.05 1.0760.12 21.3560.77b 1.1560.16a

ap,0.05 one sample sign test.
bp,0.01 one sample sign test.
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the spike rate responses to beat signals were dependent on
both stimulus intensity and beat dF for many neurons.

The changes in the gain of the MTF for the same neu-
rons from Fig. 2~A! are shown in Fig. 2~C!. Because the
depth of modulation in these experiments was 100%,
changes in the gain of the MTFs reflected changes inVSdF.
The changes in the magnitude of the FC of the same two
neurons are shown in Fig. 2~D!; in both cases, the FC in-
creased with increased stimulus level.

A summary of the effects of all changes in stimulus
intensity on the population spike rate,VSdF, MTF gain, and
FC are shown in Table I. The frequency distributions of
changes from 6 dB to 12 dB above threshold are shown in
the histograms of Fig. 3. The histograms on the left show the
mean relative changes across all dFs in the entire population,
while those on the right show the mean changes only for dF
values that showed significant synchronization at 6 dB. At 6

dB above threshold, 85% (n529/34) of the neurons showed
significant synchronization for at least one dF.

The distribution of changes in mean relativeVSdF across
the population for increases in intensity from 6 dB to 12 dB
are shown in Fig. 3~A!. As a population, there was no sig-
nificant change inVSdF across all dFs with an increase in
stimulus level. However, there was a small but significant
decrease in the mean relativeVSdF at dFs that showed sig-
nificant synchronization at 6 dB above threshold. There were
comparable, although nonsignificant, decreases inVSdF for
increases from 12 dB to 18 dB in intensity. Nevertheless, the
trend was consistent with what was observed for increases
from 6 dB to 12 dB.

The distributions of the effects of increases in intensity
from 6 dB to 12 dB on spike rate across the population are
shown in Fig. 3~B!. The mean change in relative spike rates
was significant both across all dFs and dFs with significant
VSdF at 6 dB. Spike rate changes were also significant for

FIG. 2. Effects of changes in stimulus intensity on spike train parameters for
individual neurons in response to beat stimuli. The graphs show plots of the
designated parameter versus beat dF for two representative neurons at 6 dB
~circles and gray lines! and 12 dB~squares and black lines! above threshold.
dFs at whichVSdF was significant have open symbols while those with
insignificant synchronization have filled symbols.~A! VSdF ; ~B! Spike rate
~SR!; ~C! Modulation gain;~D! Magnitude of the Fourier Component~FC!.

FIG. 3. Effects of changes in stimulus intensity on spike train parameters
across the population. The plots on the left show the frequency distribution
of the mean relative change~12 dB/6 dB! of the population for the desig-
nated parameter across all dFs. The plots on the right show the frequency
distribution of the mean relative change of the population for designated
parameter across dFs at whichVSdF was significant at 6 dB.P-values are for
a one-sample sign test.~A! VSdF ; ~B! Spike rate~SR!; ~C! Modulation gain;
~D! Magnitude of the Fourier Component~FC!.
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increases in intensity from 12 dB to 18 dB~see Table I!.
The distribution of changes in mean difference in the

gain of the MTFs is shown in Fig. 3~C!. As noted in the
methods section, gain values already denote a relative mea-
sure ~e.g., a 6 dB increase in gain always indicates a dou-
bling in gain!. Hence, an assessment of changes in gain
across the population were measured in terms of absolute
rather than relative gain. An increase in stimulus level did
not produce any significant change in MTF gains across the
population at all dFs. At dFs with significant synchronization
at 6 dB, the decrease in gain was however significant. These
changes directly reflected those observed for the changes in
the meanVSdF because both stimuli had 100% depth of
modulation.

The population data for the mean relative change in the
magnitude of the FC is shown in Fig. 3~D!. As a population
at all dFs, midbrain neurons showed a significant increase in
the magnitude of their FC. Similarly, at dFs with significant
VSdF at 6 dB, there was a significant increase in the magni-
tude of the FC with an increase in intensity. This indicates
that the increases in spike rate with increased stimulus level
outweighed the decreases inVSdF. A similar effect was ob-
served for increases in intensity from 12 dB to 18 dB above
threshold. Hence, spike rate appears to be the more salient

feature for encoding changes in the stimulus intensity of
beats.

To assess the effects of increased intensity on the ISI
spectral sensitivity of neurons, we measured ISI spectral sen-
sitivity for 6dFs at two different intensity levels. At 6 dB
above threshold, 63 cases of ISI spectral sensitivity were
observed in a possible 168 possible6dF pairs in 34 neurons
tested at 6 dB and 12 dB. For increases in intensity from 6
dB to 12 dB above threshold ISI spectral sensitivity was
maintained in 73% (n546/63) of the cases of ISI sensitivity
observed at 6 dB@e.g., Figs. 4~A!, ~B!; 5~A!#, lost in 27%
(n517/63) of the cases@e.g., Figs. 4~C!, ~D!, 5~A!#, but
gained in an additional 71% (n545/63) of the cases@e.g.,
Figs. 4~E!, ~F!; 5~A!#. For increases in intensity from 12 dB
to 18 dB above threshold 26 cases of ISI spectral sensitivity
were observed in a possible 586dF pairs in 12 neurons at 12
dB. The results were similar to those observed for increases
from 6 dB to 12 dB; 69% (n518/26) maintained, 31% (n
58/26) lost, and 50% (n513/26) gained ISI spectral sensi-
tivity. Comparisons of the occurrence of ISI spectral sensi-
tivity at each intensity level are shown in Fig. 5~B!; ISI spec-
tral sensitivity was observed in 37% (n563/168) of 6dF
pairs tested at 6 dB, 51% (n5107/207) at 12 dB~includes
all 12 dB data!, and 57% (n533/58) at 18 dB above thresh-
old.

B. Effects of changes in depth of modulation of beats

Changes in the depth of modulation of beat waveforms
are produced by changing the relative amplitudes of the pri-
mary tones. When the relative amplitude of one signal is half
that of the other~6 dB lower in amplitude!, the depth of
modulation is 50%. When the relative amplitudes are equal,
the depth of modulation is 100%. At 75% depth of modula-
tion, one signal is 25%~3 dB! lower in amplitude. A total of
41 neurons were tested; 23 neurons at 50% and 100%, 16
neurons at 50%, 75% and 100%, and 2 neurons at 75% and
100% depth of modulation.

Examples of the effects of increases in the depth of
modulation on theVSdF of two neurons are shown in Fig.
6~A!. Both units showed significant increases in theirVSdF

with increased depth of modulation~left panel: p,0.0001,
df51, F543.7; right panel:p,0.0001, df52, F510.1).
The changes inVSdF with changes in depth of modulation

FIG. 4. Examples of comparisons of ISI spectral sensitivity between6dF
beats at different stimulus levels. The plots in each panel show the inverse
cumulative ISI distributions for66-Hz beat stimuli~84190 Hz, 90196 Hz!
across a specific range of intervals.~A!,~B! An example of a case in which
the unit exhibits ISI spectral sensitivity at 6 dB above threshold~A!, and it
is maintained when the stimulus level is increased to 12 dB above threshold
~B!. ~C!,~D! An example of a case in which a unit that showed ISI spectral
sensitivity at 6 dB~C!, and lost it at 12 dB~D! above threshold.~E!,~F! An
example of a case in which a unit does not show significant ISI spectral
sensitivity at 6-dB~E! above threshold, but gains it at 12-dB above threshold
~F!.

FIG. 5. Cumulative data for comparisons of ISI spectral sensitivity between
6dF beats.~A! The percentage of cases of ISI spectral sensitivity that are
maintained, lost or gained with a 6 dB increase in overall stimulus level.~B!
The percentage of all comparisons of6dF beats that show ISI spectral
sensitivity at each of the intensity levels above threshold.
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were significant in 90% (n537/41) of the units~ANOVA
effect of dF,p,0.05). At 50% depth of modulation, all but
six neurons~16%! showed significantVSdF for at least one
dF. In addition, dF tuning of a neuron changed significantly
in 27% of the neurons tested, i.e., the best dF changed (p
,0.05 ANOVA effect of dF* depth, n511/41 neurons!.
Thus changes in dF tuning were more dramatic compared to
increasing stimulus intensity~only 18%!.

Figure 6~B! shows the changes in spike rate with in-
creased depth of modulation for the neurons in Fig. 6~A!.
There was a wide range in variation of observed changes in
spike rate with some neurons showing a significant increase
in spike rate~e.g., left panel:p,0.0001, df51, F5197.0),
some showing a significant decrease in spike rate across dFs
~e.g., right panel:p,0.0001, df52, F5105.9! and others
showing both increases and decreases in spike rate and
hence, no significant overall change in spike rate~not

shown!. The changes in spike rate were significant in 70%
(n529/41) of the units tested~two factor ANOVA p
,0.05). A significant interaction between spike rate and
depth of modulation was observed in 63% (n526/41) of the
neurons. This indicated that, for the majority of neurons,
spike rate responses to beats were dependent on both their
depth of modulation and dF.

Examples of the effects of the depth of modulation on
the gain of midbrain neuron responses to beats are shown in
Fig. 6~C! @same neurons from Fig. 6~A!#. Both neurons ex-
hibited large decreases in their gains with increases in the
depth of modulation from 50% to 100%. The changes in the
FC for the same neurons are shown in Fig. 6~D!.

A summary of the effects of all increases in the depth of
modulation of beats on the mean relative change in spike
train parameters is shown in Table II, while plots of the
frequency distributions of individuals for 50% to 100%
depths are shown in Fig. 7. Histograms on the left show data
for all dFs across the entire population, while those on the
right show data for dFs with significantVSdF at 50% depth of
modulation.

Both for all dFs and dFs with significantVSdF at 50%,
showed significant increases in the mean relativeVSdF with
increases in depth of modulation from 50% to 100%@Fig.
7~A!#. Significant increases inVSdF were also observed for
increases in depth of modulation from 75% to 100% for all
dFs. However, the changes were not significant for dFs in
which VSdF was significant at 75% depth of modulation.
Thus a subpopulation of neurons appeared to reach their
maximumVSdF at 75% depth of modulation.

Increases in the depth of modulation from 50% to 100%
produced no significant increases in the mean relative spike
rate of the population with one-third of the animals showing
decreases in their mean relative spike rate with increased
depth of modulation@Fig. 7~B!#. For increases in depth of
modulation from 75% to 100%, there was a significant in-
crease in the mean relative spike rate across the population
for all dFs, yet spike rate changes were insignificant for dFs
with significantVSdF at 75% depth of modulation.

The mean differences in gain across the population for
increases in depth of modulation are shown in Fig. 7~C!.
There was a very large and significant decrease in gain at all
dFs and dFs with significantVSdF at 50% depth of modula-
tion. This indicates that although the synchronization to dF
was lower at 50% depth modulation, the temporal modula-
tion in the spike train relative to the stimulus was much
higher. Decreases in gain were also significant although
lower for increases in depth of modulation from 75% to
100% for all dFs and for dFs with significantVSdF at 75%
depth of modulation.

The changes in the FC across the population are shown
in Fig. 7~D!. Across all dFs and dFs with significantVSdF at
50% depth of modulation, there was a significant increase in
the FC. Hence, the increases inVSdF with increased depth of
modulation offset any decreases in spike rate. Similarly, for
increases in depth of modulation from 75% to 100%, in-
creases in FC were significant in all cases.

The distribution of changes in ISI spectral sensitivity
with increases in depth of modulation of beats from 50% to

FIG. 6. Effects of changes in depth of modulation on spike train parameters
for individual neurons in response to beat stimuli. The graphs show plots of
the designated parameter versus beat dF for two representative neurons at
50% ~circles and gray lines! and 100%~squares and black lines! depth of
modulation. dFs at whichVSdF was significant have open symbols while
those withinsignificant synchronization have filled symbols.~A! VSdF ; ~B!
Spike rate~SR!; ~C! Modulation gain;~D! Magnitude of the Fourier Com-
ponent~FC!.
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100% is shown in Fig. 8~A! (n573 cases of ISI spectral
sensitivity at 50% depth of modulation!. Only 40% (n
529/73) of the cases of ISI spectral sensitivity observed at
50% depth of modulation were maintained at 100% depth of
modulation, while 60% (n544/73) were lost. However, an-
other 53% (n539/73) of ISI spectral sensitivity cases were
gained. For units in which responses to stimuli with 75%
depth of modulation were also recorded, we compared ISI
spectral sensitivity for increases from 50% to 75%@Fig.
8~B!# and 75% to 100%@Fig. 8~C!#. Interestingly, for in-
creases of depth of modulation from 50% to 75%, only 31%
(n510/32) of the cases of ISI spectral sensitivity were lost,
69% (n522/32) were maintained, and another 71% (n
523/32) were gained. In contrast, increasing the depth of
modulation from 75% to 100% resulted in a greater percent-
age of cases of ISI spectral sensitivity being lost~62%, n
528/45), and fewer either gained~36%,n516/45! or main-

tained~38%,n517/45). This suggested that the greatest de-
gree of ISI spectral sensitivity within the auditory midbrain
existed when there was a 75% depth of modulation of beat
signals.

C. Effects of changes in depth of modulation of AM

Responses to AM stimuli were measured in 27 neurons
with 20 neurons tested at 50%, 80%, and 100% depth of
modulation in 12 animals, and 7 neurons at 80% and 100%
in 5 animals. Examples of the effects of changes in the depth
of modulation on the spike train parameters of individual
neurons are shown in Fig. 9. The effects of changes in the
depth of modulation of AM signals onVSmodF on two neu-
rons are shown in Fig. 9~A!. Both neurons exhibited signifi-
cant increases in theirVSmodF with increases in the depth of
modulation ~left: p50.0078, dF52, F55.0; right: p
,0.0001, df52, F518.0). There was a significant effect of
the depth of modulation of AM signals on theVSmodF of
individual neurons in 78% of the units tested (n521/27, p
,0.05 two-way ANOVA!. Five of the six neurons that
showed no significant change were units tested at 80% and
100% depths of modulation only. Sixteen neurons~80%!
showed significantVSmodF for at least one modF at 50%
depth of modulation. In 22% of the neurons (n56/27), there
was a significant interaction between modF and depth of
modulation (p,0.05 modF* depth of modulation two-factor
ANOVA !.

The changes in spike rate of the same two neurons are
shown in Fig. 9~B!; both neurons showed significant in-
creases in their spike rates with increased depth of modula-
tion ~left: p50.0056, df51, F55.4; right:p,0.0001, df51,
F527.22). Across individual neurons, 81.5% (n522/27)
showed significant increases in their spike rates in response

FIG. 7. Effects of changes in depth of modulation of beats on spike train
parameters across the population. The plots on the left show the frequency
distribution of the mean relative change~100%/50%! of the population for
the designated parameter across all dFs. The plots on the right show the
frequency distribution of the mean relative change of the population for the
designated parameter across dFs at whichVSdF was significant at 50%.
P-values are for a one-sample sign test.~A! VSdF ; ~B! Spike rate~SR!; ~C!
Modulation gain;~D! Magnitude of the Fourier Component~FC!.

FIG. 8. Cumulative data for comparisons of ISI spectral sensitivity between
6dF beats for beats with different depths of modulation. The plots show
percentage of cases of ISI spectral sensitivity that are maintained, lost, or
gained with an increase in depth of modulation:~A! 50% to 100%;~B! 50%
to 75%; ~C! 75% to 100%.
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to increased depth of modulation of AM signals (p,0.05
effect of depth of modulation two-factor ANOVA!. Four of
five of the units which showed no significant increase were
tested at only at 80% and 100% depths of modulation. In
37% of the neurons (n510/27), there was a significant in-
teraction between modF and depth of modulation (p
,0.05 modF* depth of modulation two-factor ANOVA!.
Hence, spike rate profiles of AM signal modFs were depen-
dent on their depth of modulation for approximately a one-
third of the neurons.

Comparisons of the changes in gain in response to in-
creased depth of modulation of AM signals of the same two
neurons are shown in Fig. 9~C!; both neurons showed large
decreases in their gain. The effects of increases in the depth
of modulation of AM signals of the FC are shown in Fig.
9~D!; both neurons showed an increase in their FC with in-
creased depth of modulation.

A summary of the changes in spike train parameters

across the population for both 50% to 100% and 80% to
100% are shown in Table III, while frequency distributions
of individual mean relative changes from 50% to 100%
modF are shown in Fig. 10. Histograms on the left show data
for all modFs across the entire population, while those to the
right show data for modFs with significantVSmodF at 50%
depth of modulation.

For all cases examined, the population showed signifi-
cant increases in the mean relativeVSmodF with increases in
depth of modulation from 50% to 100%@Fig. 10~A!#. For
increases in depth of modulation from 80% to 100%, the
population continued to show significant increases inVSmodF

for all modFs although the relative increase was lower. How-
ever, for modFs with significantVSmodF at 80% increases in
VSmodF were no longer significant.

In contrast to beats, increases in the depth of modulation
of AM signals from 50% to 100% produced significant in-

FIG. 9. Effects of changes in depth of modulation on spike train parameters
for individual neurons in response to AM. The graphs show plots of the
designated parameter versus AM modF for two representative neurons at
50% ~circles and gray lines! and 100%~squares and black lines! depth of
modulation. ModFs at whichVSmodF was significant have open symbols
while those with insignificant synchronization have filled symbols.~A!
VSmodF; ~B! Spike rate~SR!; ~C! Modulation gain;~D! Magnitude of the
Fourier Component~FC!.

FIG. 10. Effects of changes in depth of modulation of AM signals on spike
train parameters across the population. The plots on the left show the fre-
quency distribution of the mean relative change~100%/50%! of the popula-
tion for the designated parameter across all modFs. The plots on the right
show the frequency distribution of the mean relative change of the popula-
tion for the designated parameter across modFs at whichVSmodF was sig-
nificant at 50%.P-values are for a one-sample sign test.~A! VSmodF; ~B!
Spike rate~SR!; ~C! Modulation gain;~D! Magnitude of the Fourier Com-
ponent~FC!.
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creases in the mean relative spike rate@Fig. 10~B!# across the
population both for all modFs and modFs with significant
VSmodF at 50% depth of modulation. While the total number
of animals is considerably smaller than for tests of depth of
modulation of beats, the variance in changes in spike rate
was low with only one animal showing a decrease in its
mean relative spike rate. For increases in the depth of modu-
lation of AM signals from 80% to 100%, the population did
not show any significant change in spike rate for all modFs
or modFs in whichVSmodF was significant at 80% depth of
modulation. Thus the spike rates of responses to AM signals
appear to reach their maximum at 80% depth of modulation.

The mean differences in gain across the population for
increases in depth of modulation from 50% to 100% are
shown in Fig. 10~C!. There was a significant decrease in gain
both at all modFs and modFs with significantVSmodFat 50%.
Thus similar to increases in the depth of modulation of beats,
the temporal modulation in the spike train relative to the
stimulus is much higher at lower depths of modulation. For
increases in depth of modulation from 80% to 100%, signifi-
cant decreases in gain were still observed at both all modFs
and at modFs with significantVSmodF at 80%.

The changes in the FC across the population are shown
in Fig. 10~D!. Across all modFs, there was a significant in-
crease in the FC as well as at modFs with significantVSmodF

at 50%. The large increases in the FC resulted from the com-
bined increases in both the spike rate andVSmodF with in-
creased depth of modulation of AM signals. For increases in
depth of modulation of AM signals from 80% to 100%, there
was also a significant increase in FC for all modFs and for
modFs with significantVSmodF at 80%.

As noted in the methods, because ISI spectral sensitivity
is determined by the comparison of6dF signals, this analy-
sis was not carried out for AM signals as only one stimulus
exists for each modulation frequency.

IV. DISCUSSION

Our focus has been on assessing the encoding of the
temporal and spectral features of beats and AM signals
within the auditory midbrain of midshipman fish. These sig-
nals approximate concurrent and individual signals that are
part of the natural repertoire of midshipman males; overlap-
ping hums~multi-harmonic mate calls! produce beats while
grunts ~agonistic calls! have an AM-like structure~Bass
et al., 1999!. Previous studies of the coding of concurrent
vocal signals within the midshipman auditory midbrain
showed that neurons provide a combinatorial code of the
temporal and spectral features of concurrent vocal signals
~Bodnar and Bass, 1997, 1999!. Specifically,VSdF provides
an explicit temporal code of beat dF, while changes in spike
rates and ISIs encode a beat’s spectral information.

In this study, we examined how changes in the overall
intensity of beats as well as the depth of modulation of beats
and AM signals influence spike rate,VSdF, ISI spectral sen-
sitivity, MTF gain, and the FC. Our goal was to assess how
these stimulus parameters influenced spike train parameters
of both individual neurons and the population as a whole; a
summary of the results are shown in Table IV. For increases
in intensity from 6 dB to 12 dB and increases in depth of

modulation from 50% to 100% changes in spike train param-
eters were in general similar both for all dFs and only those
with significantVSdF or VSmodF at the lower stimulus param-
eter. Only in the case of the effects of increase in intensity
was there a small difference~across all dFs there was no
change, and for dFs with significantVSdF there was a small
decrease inVSdF). Hence, our results show that these levels
of intensity and depth of modulation are encoded consis-
tently by VSdF, spike rate and/or ISIs. Moreover, no change
in a single spike train parameter is correlated with any one
change in a stimulus parameter. This suggests that stimulus
parameters are encoded by a constellation of spike train pa-
rameters.

Our data represent the mean values for individual ani-
mals and hence, provide a conservative estimate of the ef-
fects of stimulus parameters as low statistical power may in
some cases obscure spike train parameter changes that may
be present across the population. Nevertheless, for many
spike train parameters, we observed consistent and signifi-
cant changes across the population for a given change in
stimulus intensity or depth of modulation~e.g., increases in
VSdF with increases in depth of modulation!. However, for
some spike train parameters, there was a large degree of
variability in the data. This was most notable for changes in
spike rate and ISI spectral sensitivity with increases in the
depth of modulation of beats; both increases and decreases in
spike rate were observed as well as the losses and gains of
ISI spectral sensitivity.

Variability in the data could arise from a number of
sources including the location of the recording site and the
depth of anesthesia. In addition, variability in the temporal
responses of midbrain neurons to pure tone stimuli~e.g.,
phasic, pauser, chopper response types! has been observed in
the auditory midbrain of frogs~Gooler and Feng, 1992;
Bibikov and Nizamov, 1996! and mammals~Rees et al.,
1996!, and the medulla of fish~Kozloski and Crawford,
2000!. Bibikov and Nizamov~1996! found that different re-
sponse types showed variation in their degree of synchroni-
zation to the modF of AM signals depending on the depth of
modulation. We made no attempts to classify midbrain neu-
rons according to their responses to pure tones, but rather
focused on their coding of beats and AM signals as a single
population. Thus some of the observed variability in our data
for changes in a spike train parameter could arise from pool-

TABLE IV. Summary of the changes in midbrain neuron spike train param-
eters with changes in stimulus intensity and depth of modulation. NC5No
Change.

Stimulus
parameter Spike rate

VSdF

or VSmodF

ISI spectral
sensitivity

Beats
Intensity
~6 dB to 12 dB!

Increase NC/Decrease Maintain & Gain

Depth of Mod
~50% to 100%!

NC Increase Lose & Gain

AM signals
Depth of Mod
~50% to 100%!

Increase Increase
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ing together data from different response types. Neverthe-
less, as shown in our previous studies, a large percentage of
midbrain neurons show significant synchronization to dF
~90%! as well as spike rate~62%! and ISI spectral sensitivity
~97%! in response to beats~Bodnar and Bass, 1997, 1999!.
Thus regardless of the possible presence of different re-
sponse types within the midbrain, the majority of neurons
appear to utilize a common encoding scheme for the tempo-
ral and spectral features of beats. Furthermore, some spike
train parameters show very little variability in their changes
~e.g., increases inVSdF with increased depth of modulation!.
Variability in the changes of some spike train parameters and
not others may also reflect the neural mechanisms underlying
combinatorial coding of the temporal and spectral features of
beats by midbrain neurons.

A. Combinatorial coding of concurrent vocal signals

Discerning how signals are encoded within neural spike
trains entails, in part, determining whether different spike
train parameters provide adequate information for accom-
plishing specific behavioral tasks, and whether predictions of
coding hypotheses are upheld under different stimulus con-
ditions. With regard to the representation of the spectral
composition of vocal signals within CNS neural spike trains,
the most widely held view of auditory coding is that fre-
quency information is coded by the spike rate. Because au-
ditory neurons are tuned in their spike thresholds to specific
frequencies, their spike rates will vary depending on the
spectral composition of a signal. However, such a coding
scheme poses a severe limitation for providing a neural rep-
resentation of signals with small differences inF0’s. In the
case of the concurrent hums of midshipman, like the concur-
rent vowels of humans, theF0’s differ by only 2–10 Hz with
the majority of natural dFs ranging from 1 to 4 Hz~Bodnar
and Bass, 1997!. Results of behavioral experiments suggest
that midshipman can segregate signals with dFs of 5 and 2
Hz ~McKibben and Bass, 1998; Bodnar and Bass, unpub-
lished data!. Thus the mechanisms of coding of concurrent
vocal signals must permit this segregation. While midship-
man midbrain neurons do exhibit low-pass and bandpass fre-
quency tuning~Bodnar and Bass, 1997!, very few units en-
code frequency differences in beats with dFs less than 6 Hz
based on spike rate alone~Bodnar and Bass, 1999!. This
suggests that some other coding mechanism must also con-
tribute to the representation of spectral information within
neural spike trains.

The majority of midbrain neurons show significant
changes in their ISI distributions over a specific range of
intervals for beats with small dFs~Bodnar and Bass, 1999!.
Thus some of the information necessary for resolving small
frequency differences in beats may be contained within the
ISIs of midbrain neurons. Changes in the stimulus level and
depth of modulation of beat signals provide tests of the hy-
pothesis that the ISIs of midbrain neurons encode spectral
information. First, if frequency information is encoded
within midbrain ISIs, then the ISI spectral sensitivity of neu-
rons observed at lower intensities should be maintained with
increases in stimulus level since the spectral composition of
the signal remains unchanged. Furthermore, because the

number of spikes increases with intensity and consequently
the number of ISIs, it is also likely that neurons will improve
and/or gain ISI spectral sensitivity. Our results in fact show
that in the case of increases of beat stimulus level from 6 dB
to 12 dB above threshold, 73% of the cases of ISI spectral
sensitivity were maintained while an additional 71% were
gained. Second, a change in the depth of modulation of a
signal results from a change in its spectral composition; the
relative amplitude of one signal is decreased. Thus if spectral
information is contained within midbrain ISIs, then changes
in a signal’s depth of modulation should produce changes in
the ISIs of midbrain neurons. In terms of observations of
significant differences in the ISIs of spike train responses to
6dF beats, changes in the depth of modulation of signals
would result in the loss or gain of differences in ISIs depend-
ing on how the spectral composition of the signal influences
a neuron’s ISI distribution. Our results are consistent with
these predictions. For example, with an increased depth of
modulation from 50% to 100%, only 40% of the cases of ISI
spectral sensitivity were maintained, while larger percent-
ages were lost or gained. Thus both the stimulus level and
depth of modulation data sets support the hypothesis that the
ISI distributions of midbrain neurons contain information re-
lated to the spectral composition of concurrent vocal signals.

Another stimulus dimension that is most often associ-
ated with spike rate coding is stimulus energy; in general,
increases in stimulus energy produce increases in spike rate.
Here, stimulus energy was increased both with increases in
stimulus level~16 dB! and increases in depth of modulation
~13 dB!. Thus if this coding scheme holds for the coding of
concurrent vocal signals, then increases in stimulus level as
well as depth of modulation should produce increases in
spike rate. Spike rate did in fact consistently increase with
increased stimulus level for both the entire population
sampled as well as the subpopulation with significantVSdF at
6 dB. However, there was no significant change in spike rate
with changing depth of modulation from 50% to 100%
across the population with spike rate actually decreasing in
one-third of the animals with increases in depth of modula-
tion of beats from 50% to 100%. In contrast, similar in-
creases in the depth of modulation of AM signals almost
never produced decreases in spike rate. Hence, increased
stimulus energy does not always give rise to an increase in
spike rate, indicating that a more complex coding scheme is
utilized.

With regard to the encoding of the temporal envelope of
concurrent signals, midshipman midbrain neurons synchro-
nize spike bursts to the dF (VSdF) of beats~Bodnar and Bass,
1997!. Furthermore, different neurons exhibit selectivity in
their VSdF for different dFs. Across the population, increases
in intensity from 6 dB to 12 dB produced a small but signifi-
cant decrease inVSdF for dFs with significantVSdF at 6 dB;
across all dFs these changes were insignificant. Increases in
depth of modulation from 50% to 100% produced far more
robust significant increases inVSdF for both all dFs and dFs
with significantVSdF at 50%. Hence, becauseVSdF depends
on dF, stimulus intensity, and depth of modulation,VSdF

must be combined with other spike train code parameters to
uniquely specify the temporal envelope of a particular signal.
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Similarly, the results for the AM stimuli used in this study
also support this hypothesis; thus, both spike rate andVSmodF

encode the temporal envelope.
Taken together, the data in this study suggest that no

single spike train parameter specifies a particular stimulus
parameter. Instead, the data suggest that acoustic signals are
uniquely represented by coding schemes based on a combi-
nation of spike train parameters and/or population correla-
tions. These more complex coding schemes would increase
the number of combinations of signal parameters that could
be individually stipulated. Hence, such a coding scheme
would improve a system’s coding capacity substantially. For
signal processing tasks that require fine levels of discrimina-
tion such as in the segregation of concurrent vocal signals or
the discrimination of beats from AM signals with similar
modulation rates, increased specificity of signal coding
would be particularly advantageous.

B. Transformations in neural coding within the
midshipman auditory system

Midshipman auditory afferents exhibit strong synchroni-
zation to both components of beat waveforms but poor syn-
chronization to dF~McKibben, 1998; McKibben and Bass,
unpublished observations!. Thus afferents provide an explicit
temporal code of the individual components of a beat and/or
the phase modulations of the beat waveform. In contrast,
midbrain neurons show significant synchronization to dF but
insignificant synchronization to the individual components
~Bodnar and Bass, 1997!. However, spectral differences in
concurrent signals produce differences in the spike rate and
ISI distributions of midbrain neurons~Bodnar and Bass,
1999!. Thus there is a transformation in the coding of con-
current vocal signals within the auditory system from a tem-
poral code of the individual components to a combinatorial
code of dF and spectral information.

The period histograms of midshipman auditory afferents
indicate that an afferent’s probability of firing during a fre-
quency cycle is proportional to the amplitude of the wave-
form during that cycle~McKibben, 1998!. Preliminary data
show that increases in stimulus level and depth of modula-
tion both produced consistent increases in the spike rates and
VSdF of afferents~McKibben, 1998!. In contrast, many mid-
brain neurons in the present study showed decreases inVSdF

with increased stimulus level and decreases in spike rate with
increased depth of modulation. This suggests that there is
also a peripheral to central transformation of the effects on
spike train coding with respect to changes in stimulus level
and depth of modulation of beats.

In a previous study, we proposed a model by which the
afferent temporal code of the beat components could be
transformed into the midbrain combinatorial ISI andVSdF

code~Bodnar and Bass, 1999!. This model follows that origi-
nally proposed by Langner~1983! to explain midbrain re-
sponses to AM signals at different carrier frequencies. Under
this model, midbrain combinatorial ISI andVSdF responses
arise from coincident inputs of two parallel pathways arising
in the medulla@Fig. 11~A!#. One path is predicted to syn-
chronize strongly to the individual components
~F0’s! of a beat, while the other population synchronizes

strongly to the beat dF. Convergent input of these two codes
onto a coincidence detector will result in spike trains that are
both synchronized to dF and contain spectral information
within their ISIs. Recent neuroanatomical mapping of the
acoustic circuitry in midshipman has shown that there are
two distinct populations of neurons in the medulla that
project to the midbrain, thus providing a structural basis for
parallel coding pathways within the medulla~Bass et al.,
2000!.

The above model could account for transformations in
coding that are observed between afferent and midbrain
spike trains with changes in intensity. A schematic of the
spike train output of the proposed neuron populations in the
medulla along with the resulting midbrain spike trains for
changes in intensity is shown in Fig. 11~B!. This example
presumes significantVSdF at the lower intensity value. As
afferents produce fewer spikes in response to lower intensity
signals, so too will both medullary populations; however,
their spikes are more likely to occur near the waveform
peaks. Hence, midbrain responses resulting from coincident
spike inputs will give rise to the stronger synchronization to
dF and higher MTF gains observed at lower intensities. As
the intensity is increased, afferent spike rates increase, in
turn increasing the number of spikes produced by both med-
ullary populations. This leads to an increased probability of
simultaneous, convergent spikes at the coincidence detector
and more spikes over a longer portion of the dF period. Fur-
thermore, because the ISIs of one population are related to
the frequency composition, this constrains the minimum ISIs
at the output of the coincidence detector, i.e., the ISI encod-
ing frequency cannot be less than 1/F0 . Thus there will be a
decrease in the measuredVSdF at the output of the coinci-
dence detector as more spikes will occur over a longer dura-
tion of the dF period spaced at intervals related to the spec-
tral composition of the signal. For cases whenVSdF is
insignificant at the lower value,VSdF will generally be low
due to random firing times, and hence, increase when it be-
comes significant at a higher intensity level.

With regard to increases in depth of modulation of beats
and AM signals, the model can account for the observed
increases inVSdF and spike rate. In the case of lower depths
of modulation, the range of changes in the peak-to-peak am-
plitude of the waveform is smaller, and thus the dF popula-
tion will more likely produce spikes over a longer portion of
the dF period@Fig. 11~C!#. The overall spike rate of theF0

coding population will also be less because the maximum
peak is lower. Hence, the resultant output of the coincidence
detector will be fewer and less well synchronized dF-related
spikes. Increases in the depth of modulation cause an in-
crease in the range of the peak-to-peak amplitude of the
waveform, i.e., depth of amplitude modulation. This will in-
crease synchronization in the dF population and the overall
number of spikes in theF0 population. Thus the consequent
output at the coincidence detector is a greater number of
spikes centered near the peak amplitude of the signal, i.e.,
increased spike rate andVSdF.

With increases in the depth of modulation of beats from
50% to 100%, approximately a third of the population exhib-
ited decreases in their spike rate. Although our dataset for
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AM signals is admittedly small, decreases in spike rate were
less frequent with increases in their depth of modulation
from 50% to 100%@Fig. 10~B!#. Thus additional mecha-
nisms would need to account for both increases and de-
creases in spike rate with increased depth of modulation of
beats and primarily increases of spike rate with increased
depth of modulation of AM signals.

A fundamental difference between beats and AM signals
is that beats contain phase modulations within their wave-
forms while AM signals do not. As the depth of modulation
of beats is increased, so too are the phase modulations. In the
case of AM signals, there is no change in the phase structure
of the signals. Thus neural mechanisms sensitive to the phase
structure of a signal would produce differential responses to
increases in the depth of modulation of beats and AM sig-
nals.

As discussed earlier, a variety of neurons with different
temporal response properties such as phasic and chopper
have been identified in the auditory midbrain of other spe-
cies. Hence, the question arises as to whether this model can
account for the presence of such response types. Because this
model is a simple coincidence detector, any of the temporal
features of inputs from either channel input will be preserved
to some degree at the output. Thus if a medullary neuron has
a phasic response to beats, the resulting midbrain neuron will
also have phasic characteristics. Similarly, any intrinsic os-
cillations in a neuron’s response, such as in the case of chop-
pers, will also be maintained at the midbrain level. However,
this mechanism is incapable of creating such response types
de novo from sustained inputs. The primary characteristic of
this mechanism is that it combines spectral and temporal

FIG. 11. Model for the temporal coding of concurrent vocal signals~modified from Bodnar and Bass, 1999!. ~A! A schematic of a model for the combinatorial
coding of F0 and dF information. Midshipman afferents synchronize their spike outputs to theF0’s of beat components~McKibben, 1998!. Our model
proposes the presence of two populations of units in the medulla, one which like afferents synchronizes to theF0’s of the beat and the other which
synchronizes to dF~center panel!. Midbrain neuron responses result from the convergent of these two populations. Hence, dF information is encoded by the
degree of phase locking of bursts of spikes to dF (VSdF), while information aboutF0 is contained within the ISIs of spikes occurring within a beat period
~right!. ~B! A schematic of the predicted spike outputs of two medullary neurons and a midbrain neuron for the model with an increase in stimulus intensity.
The left panel shows responses to one signal and the right panel to a 6 dBhigher stimulus level. The model predicts that at the higher intensity the midbrain
units will show increases in spike rate and decreases inVSdF ~see text for more detailed explanation!. ~C! A schematic of the predicted spike outputs of two
medullary neurons and a midbrain neuron for the model with an increase in depth of modulation. The left panel shows responses to a 50% depth of modulation
signal and the right panel to a 100% depth of modulation signal. The model predicts that at the higher depths of modulation the midbrain units will show
increases in spike rate andVSdF ~see text for more detailed explanation!.
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information from separate neuron populations into a single
combinatorial code.

C. Comparisons with other vertebrates

The coding of concurrent vocal signals has been exam-
ined in only a few other studies. In cats and guinea pigs,
auditory afferents temporally code theF0’s of concurrent
vowels via synchronization~Palmer, 1990; Cariani and Del-
gutte, 1996a, b!. Within the ventral cochlear nucleus~VCN!
of cats, chopper and primarylike neurons exhibit synchroni-
zation to theF0’s of concurrent vowels~Keilson et al.,
1997!. In addition, the spike rate responses of chopper neu-
rons appear to reflect the power spectrum of the stimulus as
seen through the frequency tuning curve of a unit. Hence, it
is proposed that within the VCN, the stimulus energy of a
signal is encoded by the discharge rates of chopper neurons
while the temporal patterns of their spike train outputs en-
code theF0’s of the overlapping vowels. As discussed ear-
lier, we found that the relationship between spike rate and
stimulus energy is not straightforward in the midshipman
midbrain.

A recent study of the auditory response properties of
medullary neurons in another vocal fish,Pollimyrus, has re-
vealed the presence of two distinct populations, primarylike
and chopperlike neurons~Kozloski and Crawford, 2000!.
The primarylike neurons exhibit strong synchronization to
pure tones, while the chopper neurons show other periodici-
ties in their spike train responses. In addition, the choppers
show strong synchronization to pulse-train signals. While
this study did not examine the coding of concurrent vocal
signals, the results do indicate that transformations in the
coding of vocal signals occur within the acoustic medulla of
vocal fish.

To date, there have been no studies of the coding of
concurrent vocal signals within the midbrain of any other
species. However, a number of studies have explored the
coding of AM signals. Across a wide range of species, tun-
ing to the modulation frequency or pulse rate of acoustic
signals has been observed~mammals: Langner and
Schreiner, 1988; Rees and Palmer, 1989; birds: Langner,
1983; frogs: Rose and Capranica, 1985; fish: Lu and Fay,
1993; Crawford, 1993, 1997; Bodnar and Bass, 1997!. In
frogs, increasing depth of modulation produces increases in
synchronization to modF as well as spike rate, while in-
creases in overall intensity results in increases in spike rate
and decreases in synchronization~Rose and Capranica,
1985!. In the present study, we found similar changes in
spike rate and synchronization in responses to increases in
the depth of modulation of AM signals and increases in the
overall intensity of beat signals.

In guinea pigs, increases in stimulus intensities from 10
to 20 dB above threshold consistently produce increases in
the mean spike rate and magnitude of the modF Fourier com-
ponent; however, increases in intensity to higher levels often
produce decreases in these spike train parameters as well as
in the gain of the temporal MTFs~Rees and Palmer, 1989!.
In addition, at lower intensity levels, neurons generally show
low pass tuning in their MTFs of AM signals, while at higher
intensities~>30 dB! these become bandpass. In our experi-

ments, we generally did not observe dramatic decreases in
spike rates at higher intensity levels although some neurons
exhibited saturation. In addition, we observed changes in dF
tuning of VSdF which was then reflected in the MTFs with
increases in intensity in 18% of the neurons. However, we
observed increased intensity levels only up to 18 dB above
threshold. Hence, it is possible that at even higher intensities,
spike rates and dF tuning may change in a manner similar to
mammals.

In the mammalian midbrain~inferior colliculus!, there is
a topographical map of frequency based on narrow tuning
curves ~Merzenich and Reid, 1974; Semple and Aitkin,
1979; Schreiner and Langner, 1994! and an orthogonal topo-
graphical map of neurons tuned in spike rate to the modF of
AM signals ~Schreiner and Langner, 1988!. Hence, the
widely accepted view of acoustic signal coding within the
mammalian central auditory system is that the spectral and
temporal features of a signal are represented spatially by the
spike rates of neurons within this grid. However, this mecha-
nism poses the same limitations for coding concurrent vocal
signals in mammals as those discussed earlier for midship-
man. Many mammalian midbrain neurons also exhibit syn-
chronization to AM signals and regularity in their ISIs~Rees
and Palmer, 1989; Sarbaz and Rees, 1996; Reeset al., 1997!.
Thus mammalian inferior colliculus neurons also could uti-
lize a combination of spike rate,VSdF, and ISI distributions
in coding and segregation of concurrent signals.

D. Comparisons with behavioral data

Vocal signals vary in both their temporal and spectral
characteristics. Understanding the relationship between be-
havioral responses and the central encoding of the temporal
and spectral features of individual and concurrent vocal sig-
nals is essential to deciphering how salient information is
extracted for making adaptive behavioral decisions. Field re-
cordings of midshipman calls show that the intensity of nest-
ing male hums are generally close to 125 dBre: 1 mPa about
0.5 m in front of the nest site and drop off to approximately
100 dB at 3 m~Bass and Clark, in press!. In the midshipman
auditory midbrain, the threshold of responses to beat stimuli
ranges from 85 to 120 dBre: 1 mPa. Here, we found that the
majority of midbrain neurons exhibit significant synchroni-
zation to beat dFs at 6 dB above threshold for 100% depth of
modulation beats. Taken together, these data indicate that
midshipman can detect beat signals with 100% depth of
modulation at distances of>3 m away from neighboring,
calling males.

With regard to spectral sensitivity, our data show that
37% of the cases of comparisons of6dF beats had signifi-
cant ISI spectral sensitivity at a stimulus level of 6 dB above
threshold@Fig. 5~B!#. This suggests that midshipman have
the capacity to not only detect the presence of concurrent
signals ~significant synchronization to dF! several meters
from nests, but also to discriminate the spectral composition
of the overlapping signals of competing males. Furthermore,
the percentage of ISI spectral sensitivity increases with in-
tensity level. Thus an animal’s ability to distinguish the spec-
tral composition of beats likely improves as an animal ap-
proaches nest sites.
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The relative amplitudes of hums will vary both with the
power outputs of the individual males as well as the relative
distance of a listening female or male. These variables will
thus influence the depth of modulation of the beating signal.
Our results show that the majority of midbrain neurons have
significant synchronization at one or more dFs for beats with
50% depth of modulation. In addition, the gain of the MTFs
at 50% is on average higher than at 100%, suggesting im-
proved sensitivity at lower depths of modulation. Behavior-
ally, this means that females~and males! can readily detect
the overlapping signals of two males at the same distance
where the call of one male is twice as loud as the other, or
two males with equal intensity calls, but one is twice as far
away. In addition, ISI spectral sensitivity was observed at
50% depth of modulation, suggesting that midshipman are
able to assess the spectral composition of these overlapping
signals.

Data from two-choice phonotaxis experiments show that
females exhibit distinct temperature dependent frequency
preferences at dFs of 10 Hz~McKibben and Bass, 1998! and
size dependent frequency preferences at dFs of 2 Hz~Bodnar
and Bass, unpublished data!. In addition, females also show
preferences for humlike signals that are 3-dB higher in in-
tensity when the signals have the same frequency~McK-
ibben and Bass, 1998!. How frequency and intensity prefer-
ences interact with each other remains to be explored in
midshipman. However, phonotaxis experiments in frogs in-
dicate that there can be interactions between frequency and
intensity preferences~Gernardt, 1981a, b, 1987!, i.e., a non-
preferred frequency in an equal intensity condition can be-
come preferred when it is higher in intensity. Interestingly,
our data show that the largest percentage of cases of ISI
spectral sensitivity occurs for beats with 75% depth of modu-
lation, i.e., one of the signals is 3 dB greater than the other
@Figs. 8~B!, ~C!#. This suggests that a greater number of neu-
rons can discriminate the spectral composition of concurrent
signals when one is slightly higher in intensity. While specu-
lative, it is enticing to suggest that greater spectral sensitivity
when there is a relatively small difference in signal levels~3
dB! would provide for a more accurate assessment of
frequency/intensity trade-offs in mate choice.

V. SUMMARY AND CONCLUSIONS

Changes in the stimulus intensity and depth of modula-
tion of beat and AM signals produce differential changes in
the spike rates,VSdF, and ISIs of midshipman midbrain neu-
ron spike train responses~Table IV!. These changes are con-
sistent with the hypothesis that the temporal and spectral
features of concurrent vocal signals are represented by a
combination of spike train parameters. Such a coding scheme
would substantially increase the amount of information
available for specifying the spectral composition of concur-
rent vocal signals with small differences inF0’s. Hence, this
would improve the system’s capacity to segregate the indi-
vidual signals. The combinatorial coding of concurrent vocal
signals within the midbrain results from a transformation of
an afferent temporal code of the individual frequency com-
ponents of beats and/or their phase and amplitude modula-
tions. The results of this study are consistent with the hy-

pothesis that this transformation involves two parallel coding
pathways within the medulla; one population that synchro-
nizes strongly to the individual components of a signal and
another that synchronizes strongly to dF~Fig. 11!. The con-
vergence of these two populations onto a coincidence detec-
tor would produce spike trains that are both synchronized to
dF and contain spectral information within their ISIs. How-
ever, the results of this study also suggest that additional
mechanisms, for example ones that are sensitive to the phase
structure of acoustic signals, are also likely involved. Finally,
studies in other species indicate that the spike rates, temporal
synchronization, and ISIs of midbrain spike trains are also
correlated with changes in the spectral and temporal features
of acoustic signals. Hence, as noted elsewhere for studies of
other mechanisms in teleost fishes~Fay, 1993!, similar neu-
ral computations may be used in the encoding of concurrent
vocal signals across a wide variety of species.
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Measurement of the cochlear partition vibration as a function of the optical-axis~z-axis! position in
the gerbil cochlea showed that the velocity distributes over a range of more than 300mm, which is
larger than the thickness of the cochlear partition. This finding suggests that the recording depth
~RD! of the heterodyne interferometer probably is not as small as reported in the literature. In the
current experiment, the RD of the heterodyne laser interferometer was studied by measuring the
velocity of a vibrating mirror as a function of thez-axis position. Results demonstrate that the
optical sectioning characteristic, measured by the intensity of the reflected laser beam as a function
of thez-axis position, is not able to correctly estimate the RD of the heterodyne interferometer: the
RD is much larger than optical sectioning, indicating a poor spatial resolution along thez axis.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1337957#

PACS numbers: 43.64.Kc, 43.64.Yp, 42.62.Be@LHC#

To understand cochlear mechanical mechanisms, an im-
portant goal is to measure cellular vibration of the organ of
Corti. Willemin et al. ~1988! designed a heterodyne laser
interferometer with optimized sensitivity, capable of measur-
ing cochlear partition vibration without using any artificial
reflector. Recently, a similar but displacement-sensitive het-
erodyne laser interferometer was developed to measure the
basilar-membrane vibration in the cochlea~Cooper, 1999!.
For more precise and complete measurement of cochlear cel-
lular vibration, it is essential to characterize thez-axis reso-
lution of the interferometer. To study the recording volume
of the cochlear partition vibration, Khanna and Koester
~1989! and Cooper~1999! characterized the optical section-
ing features of their interferometers based on the relation
between the relative power of the reflected light and the fo-
cus position. They found that the thickness of the section,
when the carrier power is within 3 dB of maximum, was
approximately 10 to 20 microns, depending on the objective
lens used. Khanna and Koester~1989! believed that spot size
and optical sectioning characteristics define the volume of
tissue from which the light reaching the detector would con-
tribute to the heterodyne interferometer signal. Their esti-
mated measurement volume is smaller than the size of an

outer hair cell~Khanna and Koester, 1989!. A series of stud-
ies on cellular vibration in the cochlea was carried out using
this laser interferometer~Khanna et al., 1989a,b,c,d,e;
Khanna and Hao, 1999; Hao and Khanna, 2000!.

Recently, using a newly developed laser interferometer
microscope~Ren and Nuttall, 2000!, we have measured the
vibration of the cochlear partition as a function of thex-, y-,
andz-axes in the gerbil basal turn. The results show that the
velocity distributes over a range of more than 300mm along
thez axis~Fig. 1!, which extends beyond the thickness of the
cochlear partition of the basal turn~,100 mm! ~Edgeet al.,
1998!. This distribution is much wider than the optical sec-
tioning depth of the microscope and leads us to a hypothesis
that the recording depth~RD! of heterodyne interferometers
may not be as small as has been indicated in the literature
~Khanna and Koester, 1989!. To test this hypothesis, we
studied the RD by measuring the velocity of a vibrating mir-
ror as a function of the distance from the focal plane to the
target. Since the reflected laser is from a well-defined source,
and the vibration magnitude~,0.01 m when the velocity is
50 m/s at 1000 Hz! is much smaller than the signal spread
along thez axis ~.100 m!, the spread of the velocity along
the z axis, measured by the velocity as a function ofz posi-
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tion, represents the RD. If the RD is small, the velocity will
be detected only at a small distance from the reflected source
in the z dimension, and the velocity curve will show a nar-
row peak. Contradictory to this, if the RD is infinitely large,
then the velocity will be independent of thez position, and
the velocity curve will be flat. It was found that the optical
sectioning characteristics are not able to describe the RD of
the laser interferometer and that the RD is much larger than
previously reported.

A diagram of the instrument setup is presented in Fig. 2.
A heterodyne interferometer~Polytec, Waldbronn, Germany!
was used in this study. The sensor head of the interferometer
was coupled into a custom-built microscope mounted on a
z–y–z positioning system, using a dichroic mirror. The ob-
ject beam was directed into a Mitutoyo infinity-corrected
long working distance objective~Mitutoyo M Plan Apo 203,
N.A. 0.42, Japan! and focused on the surface of the front-
surface mirror, which was mounted on a speaker diaphragm.
The reflected light from the mirror was collected by the ob-
jective, returned to the dichroic mirror, and directed back to
the interferometer.

For visualization, the mirror was illuminated by a white
light source. The scattered light from the focus plane was
collected and transmitted to the dichroic mirror through the
objective lens. The majority of the scattered white light

passes through the dichroic mirror and forms an image at the
sensor plane of the video camera. The laser beam focus spot
was closely monitored during data acquisition. A polarizer,
positioned between the dichroic mirror and the transfer lens,
was used to attenuate laser intensity and ensure a clear image
of the laser focus spot.

The speaker was driven by a 1000-Hz sinusoidal electri-
cal signal, resulting in about 50-mm/s vibration. The vibra-
tion velocity of the mirror was measured by the interferom-
eter, with sensitivity of 5 mm/s/V, 100-kHz low pass. The
amplitude and phase of the velocity signal, measured by a
lock-in amplifier ~SR830, Stanford Research Systems,
Sunnyvale, CA!, and the dc carrier signal from the output of
the signal processor were continuously recorded using a
custom-writtenLABVIEW -based chart recorder with a sample
rate of 2 samples/s. The laser–focus plane was moved from
200 mm above to 200mm below the mirror surface at the
speed of 1mm/s. The measurements were carried out under
the following conditions: without a neutral density filter, or
with a 0.5-, 1.0-, 2.0-, 3.0-, or 4.0-o.d. neutral density filter.

It was found that, in general, the signal-to-noise ratio of
the amplitude and phase of the velocity and the carrier level

FIG. 1. The amplitude and phase of the velocity of the cochlear partition in
the basal turn of a sensitive gerbil cochlea in response to an 80-dB SPL,
14-kHz tone were measured as a function of thez-axis position. The object
beam of the heterodyne interferometer was focused on the second row of
outer hair cells through a hole in the lateral wall of the scala tympani. The
amplitude and phase curves of the velocity show that the velocity distributes
over a range of more than 300mm along thez axis. The BM was located on
the positive side of the zero.

FIG. 2. A schematic illustration of the laser interferometer microscope for
measuring the RD. The laser beam from the optical head reaches the di-
chroic mirror and is focused on the vibrating mirror using a long working
distance objective. Light reflected from the mirror is collected by the objec-
tive and returned to the dichroic mirror and the laser interferometer. The
neutral density filter in front of the objective is used to decrease the object
beam optical power. A motorized 3D positioning system is used to move the
microscope along thez axis at the rate of 1mm/s.
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are dependent on the optical attenuation induced by neutral
density filters. Without any neutral density filter or with a
0.5- or 1.0-o.d. filter, the amplitude and phase of the velocity
were independent of thez-axis position over the observed
range. When no filter was used, the carrier was independent
of the focal plane in the range of more than 20mm above or
below the mirror surface.

The relationship between the velocity and carrier is pre-
sented in Fig. 3. The amplitude and phase of the velocity and
the carrier are plotted as a function ofz-axis position. Figure
3~C! clearly shows that carrier level isz-axis position depen-
dent. The optical power reached the maximum near the focus

spot on the mirror, confirmed by video image of the smallest
focus spot. The optical power of the object beam falls off in
an approximately symmetrical manner in either direction.
The full width of the carrier curve at the half-maximum op-
tical power~FWHM!, indicated by carrier level, is 19.5mm
for the 203 objective used in this experiment. These findings
are very similar to the results reported in the literature
~Khanna and Koester, 1989; Cooper, 1999!.

However, the shapes of the amplitude and phase curves
of the velocity are completely different from that of the car-
rier. The plateau of plot 3~A! shows that the amplitude of the
velocity signal, ranging 25mm above or below the mirror
surface, is independent of thez-axis position. The FWHM of
the amplitude of the velocity is 95mm, which is approxi-
mately four times wider than that of the carrier 3~C!. The flat
phase curve 3~B! confirms that the velocity signal is inde-
pendent of thez-axis position of the focal plane.

The terminology of optical sectioning was developed to
describe techniques for illuminating and visualizing only a
thin layer of the specimen. It is generally achieved by elimi-
nating the light that is backscattered from regions other than
the observed plane~Wilson, 1985!. An application example
of optical sectioning is confocal microscopy, which achieves
optical sectioning by imaging a small aperture onto the ob-
ject plane, then reimaging that illuminated area onto an ap-
erture in the imaging system. Light reflected from regions
other than the illuminated area is blocked by a circular or
slit-shaped aperture in the imaging system. A two-
dimensional~for a pinhole! or one-dimensional~for a slit!
scan is used for this kind of optical sectioning application.
To study cellular mechanics in the cochlea, Koesteret al.
~1989! developed an incident light optical sectioning micro-
scope for visualization of the cellular structure of the co-
chlear partition in guinea pigs. They reported that the optical
sectioning capability makes it possible to visualize cellular
details in vivo. Khanna and Koester~1989! introduced the
optical sectioning concept to describe the measurement depth
of the heterodyne interferometer. They studied its optical
sectioning characteristics by measuring relative object beam
power at the detector as a function of the focal plane. Con-
sidering the dimension of an outer hair cell in the apical turn
of the guinea pig cochlea, these authors stated that the mea-
suring volume of their heterodyne interferometer was smaller
than that of most cell types in the organ of Corti, and thus it
is possible to measure the vibration of single cells. A similar
optical sectioning characteristic of a custom-built heterodyne
interferometer was reported by Cooper~1999!. In the current
experiment, the carrier measured as a function of thez-axis
position is consistent with the results reported from the
above studies.

A fundamental question is how the RD of the hetero-
dyne interferometer should be measured. Although the car-
rier level, relative to the optical power of the object beam,
can be used as a measure of characteristics of the optical
sectioning, it may not be used to determine the heterodyne
interferometer velocity or displacement ‘‘measuring depth,’’
for the following two reasons. First, the output of the hetero-
dyne interferometer is the vibration velocity or displacement
derived by electronic processing of the interference signal

FIG. 3. The amplitude and phase of the velocity and the relative carrier
power were measured as a function of thez-axis distance from the mirror. A
203 objective with 0.42 NA and a 2.0 o.d. neutral density filter were used
for this measurement~i.e., reflectance reduced by 1024). The optical power
of the carrier~C! reaches maximum at thez-axis position zero and falls off
in an approximately symmetric manner in either direction. The full width of
the carrier curve at the half-maximum~FWHM! is 19.5mm. The FWHM of
the velocity~A! is 95mm, which is approximately four times wider than that
of the carrier~C!. The flat phase curve~B!, corresponding to the amplitude,
confirms that velocity is independent of thez-axis position over a wide
range above and below the reflective surface.
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between the reference and object laser beams, rather than the
carrier signal level~Willemin et al., 1988!. Second, the vi-
bration magnitude is not linearly related to the analyzed car-
rier strength. These features contribute to the most important
advantage of the heterodyne interferometer: insensitivity to
intensity fluctuations of the interfering beams. This is theo-
retically and experimentally supported by previous works
~Willemin et al., 1988; Cooper, 1999!. The photocurrent of
the photodetector in a heterodyne interferometer is given by

i ~ t !5a1b cos@Dvt1F~ t !#, ~1!

wherea is the dc andb the ac amplitude of the photocurrent,
Dv the frequency difference between the reference beam
and the object beam reflected from the vibrating object, and
F(t) is the phase difference between the two interfering
beams. The information about the object movement is con-
tained in the phaseF(t). The phaseF(t) was detected elec-
tronically by the signal processor of the interferometer. As
the above equation shows, the phase angle is not affected by
the intensity fluctuations of the interfering beams. The result
in Fig. 3~A! is consistent with the above theoretical expecta-
tion, demonstrating that the velocity derived from the phase
F(t) is independent of thez-axis position over a wide range.
However, the carrier signal level affects the carrier-to-noise
ratio ~CNR!, the power ratio of the beat signal, and the noise
after detection, all of which together essentially determine
the sensitivity. The contribution of the carrier to the CNR is
described by

CNR5~hPOB/hn!/B, ~2!

whereh is the quantum efficiency,POB the light power in
the object beam,hn the photon energy, andB the bandwidth.
Equation ~2! predicts our finding that the noise floor is a
function of the carrier signal level.

The carrier intensity as a function ofz-axis position is
largely determined by the optical properties of the objective
lens used and by the reflectance of the object, while the
velocity or displacement results from the phase difference
between the reference and the phase-shifted beams. The re-
lationship between the carrier@Fig. 3~C!# and the amplitude
of the velocity signal@Fig. 3~A!# is mainly determined by the
carrier signal level and the signal processor used for extrac-
tion of F(t) from the photodetector signal. The signal pro-
cessor determines the threshold of the carrier for phase de-
tection. As long as the carrier level is above threshold, the
velocity signal is independent of carrier fluctuation. High
reflectance objects will produce stronger carrier beams and
potentially larger RD.

Measurement of cochlear partition vibration presents op-
tical conditions, which are more complicated than measure-
ment from a flat surface. Willeminet al. ~1988! pointed out
that, for a given incident light power, it is evident that the
curvature and the roughness of the vibrating surface have a
strong influence on the carrier-to-noise ratio. Khanna and
Koester~1989! found that a diffuse reflector decreases the
optical sectioning capability of the measurement. Although
we do not know the reflection characteristics of the cochlear
partition along thez axis, it certainly does not have a flat
reflective surface. In case of diffuse reflections, the effective

coherent back-reflected optical power can be considerably
smaller than the total power of the reflected light, since the
effective object beam power is a vector summation of each
reflected beam from different reflective targets. Thus, the RD
for the cochlear partition vibration probably could be even
larger than that for a vibrating mirror.

In summary, this study demonstrates theoretically and
experimentally that optical sectioning characteristics will not
be able to accurately indicate thez-axis resolution of the
heterodyne interferometer. Thez-axis spatial resolution of
the heterodyne interferometer can be much poorer than opti-
cal sectioning. These findings imply that the most commonly
used heterodyne laser interferometer is not able to resolve
cellular vibration in thez-axis direction. An alternative tech-
nique is needed for this physiologically important microme-
chanical measurement.
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An analysis of binaural detection and new data that elucidate the nature and precision of
normalization that must be assumed if binaural detection is accomplished via mechanisms that
effectively compute the coefficient of cross correlation is presented. Based on that analysis, it is
argued that the precision of normalization required to remove deleterious effects resulting from
variations in the levels of the stimuli is so great that it is highly unlikely that normalization,per se,
actually occurs as part of binarual processing. Instead, it appears more likely that binaural
processing is accomplished via ‘‘subtractive’’ mechanisms, such as the one originally described by
Durlach @J. Acoust. Soc. Am.35, 1206–1218~1963!#. Within that framework, deleterious effects
that could result from variations in the levels of the stimuli simply do not arise. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1336136#

PACS numbers: 43.66.Pn, 43.66.Ba@JWH#

Many studies have shown that binaural detection and
discrimination can be accounted for in terms of changes in
the normalized interaural correlation of the stimuli arriving
at each ear~e.g., Pollack and Trittipoe, 1959a,b; Robinson
and Jeffress, 1963; McFadden, 1968; Osman, 1971; Gabriel
and Colburn, 1981; Durlachet al., 1986; Bernstein and Tra-
hiotis, 1996a,b; Bernsteinet al., 1999!.

The purpose of this paper is to discuss whether it is
reasonable to assume that the implied normalization can be
accomplished with the precision that appears to be necessary
to overcome the variability of narrow-band stimuli typically
used in binaural experiments. We will argue, on the basis of
stimulus-based variability in the power of narrow-band-noise
maskers and on the basis of new empirical data, that the
precision required to produce the necessary ‘‘normalization’’
seems to be unachievable. In addition, we show how binaural
models based on subtraction~e.g., Durlach, 1963; Schneider
and Zurek, 1989; Caiet al., 1998!, can account for all of the
data.

In order to convey our concern, let us consider the de-
tection of interaurally out-of-phase tonal signals gated on
and off against a background of diotic narrow-band noise in
a standard NoSp detection task. An important characteristic
of narrow-band masking noise is that its short-term power
varies greatly from moment to moment. It follows that the
non-normalizedmagnitude of the interaural correlation of the
narrow-band noise, which results from the multiplication of
the waveforms in the two channels, varies in the same way as
the power in each monaural channel. The problem we are
addressing concerns the small changes in interaural correla-
tion required for binaural detection reported in the studies

cited above. The issue is whether the small changes in cor-
relation could be detected against the inherent variability in
baseline correlation that would occur if normalization were
omitted.

In order to pose the problem quantitatively, let us as-
sume that the bandwidth of the diotic masking noise is 100
Hz and the listener computes the interaural correlation over
the complete duration of a 100-ms, Sp, tonal signal. As
shown by Green and Swets~1966, p. 214!, the standard de-
viation of the energy for our masking noise, evaluated over
100 ms, would be 30% of its average energy. This means
that about two-thirds of the time one would measure values
of energy that would be between 70% and 130% of the true
average energy of the masker. Complimentarily, one-third of
the time, one would measure values outside those bounds.
Now, if we assume that the ‘‘internal’’ interaural correlation
does notinclude normalization, then the internal interaural
correlation would have the same mean-to-sigma ratio as the
energy of masker.

Let us next make the reasonable assumption for our
stimulus condition that, at threshold, the listener can detect a
decrease in the normalized correlation, from 1.0, of about
0.6% ~Zurek and Durlach, 1987!. Were the correlationnot
normalized, the decrease in correlation of 0.6% would have
to be detected against changes in the baseline correlation
~stemming from monaural fluctuations in power! that are on
the order of 30% of the true average value! This would result
in a value ofd8 of only about 0.02, which is far below thed8
of 1.0 typically used to represent threshold. Thus, it appears
that the interaural correlation must be normalized in order for
it to be able to account for binaural detection thresholds.

We decided to conduct an experiment that would require
even more precise~and possibly unachievable or unrealistic!
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normalization of the interaural correlation in order to account
for the data. We measured listeners’ abilities to detect
changes of the interaural correlation coefficient while roving
the sound-pressure levels of the stimuli over a range of 30
dB, a much wider variation in level than measured in con-
ventional, nonroved, NoSp stimuli. We collected data using
our ‘‘standard’’ four-interval, two-cue, two-alternative, adap-
tive forced choice procedure~e.g., Bernstein and Trahiotis,
1992!. Three young, normal-hearing adults served as listen-
ers. Their task was to decide whether the second interval or
third interval differed from the other three intervals, the dif-
ference being a decrease in interaural correlation of a diotic
band of noise produced by suitably mixing two independent
sources of noise~van der Heijden and Trahiotis, 1997!. The
noise was centered on 500 Hz and its bandwidth was either
50 or 500 Hz and its duration was either 20, 40, or 400 ms.
All parametric combinations of bandwidth and duration were
utilized. The short duration stimuli were included to see if
the binaural system could adapt quickly to changes in the
level of the stimulus.

In one set of conditions, correlation discrimination
thresholds were measured at overall sound-pressure levels of
60, 70, or 80 dB, and the level of the noise was ‘‘fixed’’
during the blocks of trials used to provide an estimate of the
threshold. In another set of conditions, the overall sound-
pressure levels of the stimuli level was ‘‘roved’’ over a range
of 30 dB ~55 to 85 dB! on each interval. Sound-pressure
levels were randomly chosen from a 30-dB range centered at
70 dB and all sound-pressure levels, to the nearest decibel,
occurred with equal likelihood. Note that the three sound-
pressure levels in the fixed conditions were those that occupy
the middle of three, 10-dB wide, adjacent, portions of the
total range of 30 dB used in the roving-level condition. In
this way these three conditions should provide a good esti-
mate of the mean performance for the constant level condi-
tions in the relevant level range.

As can be seen from the data presented in Fig. 1, corre-
lation discrimination thresholds~Dr! obtained while roving
the levels of the stimuli of a range of 30 dB were only
slightly poorer than those obtained when the levels of the
stimuli were held constant. This outcome could be inter-
preted to mean, in a strict sense, that the binaural system
actually normalizes its inputs and does so within less than 20
to 40 ms.

We do not, however, believe it is reasonable to assume
that normalization played a part in the processing of our
stimuli. Note that the listeners were able to discriminate
changes in interaural correlation of only about 0.02 when the
duration of the stimuli was 400 ms and the levels of the
stimuli were roved over a 30-dB range! In that condition, the
variability in theeffectivestimulus powerafter normalization
could not exceed 2.0% in order to achieve ad8 of 1.0, a value
sufficient to account for the threshold change in correlation.

Now, let us examine how precise the interval-by-interval
and trial-by-trial normalization of the stimuli would have to
be to support discrimination. The overall power of the
stimuli themselves varied by a factor of 1000 because the
levels of the stimuli were roved over a 30-dB range. There-
fore, in order to achieve ad8 of 1.0 for a change of correla-

tion of 0.02, the variability in stimulus power would have to
bereducedby a factor of about 50 000~i.e., 1000/0.02!. That
is, the binaural system would have to estimate the levels of
the stimuli within 2% of their average values when those
values varied over a range of 30 dB. That is tantamount to
being able to measure accurately changes of level of only
about 0.09 dB over a range of 30 dB! It is for these reasons
that we believe that the auditory system probably does not, in
a direct manner, actually normalize the stimuli presented to
each ear.

Similar difficulties inherent in the normalization of in-
teraural correlation occur when one considers that the inter-
nal process that achieves the cross product between the two
waveforms would need to have a temporal window of inte-
gration that precisely matches the temporal window required
to estimate the energy in each monaural channel. The two
temporal windows would have to be matched quite accu-
rately. For the NoSp stimuli in our original example, for
which normalization was assumed to reduce the variability in
each channel from about 30% of the mean value to about

FIG. 1. Threshold changes in interaural correlation~Dr! as a function of the
level of the stimuli in fixed- and roving-level conditions. The thresholds are
represented by groups of histograms segregated according to duration. Each
histogram represents the average threshold computed across three listeners
and error bars represent one standard error of the mean. The top panel
displays the thresholds obtained when the bandwidth was 50 Hz; the bottom
panel displays the thresholds obtained when the bandwidth was 500 Hz.
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0.6% of the mean value, the durations of the temporal win-
dows would have match each other within a margin of about
0.04%. This appears to be another constraint on the precision
with which normalization, as a process, could be actualized.

Given the arguments that we have presented concerning
the nature of normalization required for binaural detection,
let us now consider what adaptations could be made to mod-
els of binaural processing that use cross correlation in order
to account for binaural detection under stimulus conditions
in which the levels of stimuli vary over a large range. For
example, the physiologically based cross-correlation
position-variable model of Stern and Colburn~1978! ac-
counts for detection in the NoSp condition by assuming that
the listener performs a point-by-point evaluation of the
cross-correlation function. It is then assumed within the
model that an optimal detector adds, in optimal fashion, all
the differences between the cross-correlation function of the
diotic noise and the cross-correlation function of the NoSp
stimulus. This results in a single decision variable that can be
shown to be subject to the deleterious effects of changing
stimulus level that we have documented above.

It is the case, however, thatoptimal additionsof changes
in the cross-correlation function are not necessarily theopti-
mal manner by whichthe information in the cross-correlation
function can be used. For our example of NoSp detection
with narrow-band maskers, a better strategy would be to sub-
tract cross-correlation values for positive values of interaural
delay from cross-correlation values at corresponding nega-
tive values of interaural delay. This strategy would describe
a device that measures asymmetries in the cross-correlation
function. For our NoSp example, the asymmetries arise from
the probabilistic nature of the moment-by-moment values of
external delay occurring within the stimulus. The same type
of asymmetries also occur when the interaural correlation of
a diotic band of noise is reduced as in the experiment de-
scribed above.

The advantage of this scheme is that essentially all ex-
ternal fluctuations of level would be removed by the opera-
tion of subtraction and only the asymmetries in the cross-
correlation function would remain. Caiet al. ~1998!, in their
Fig. 1 on p. 476, present a model of processing within the
inferior colliculus that effectively subtracts the inputs stem-
ming from the left and right medial superior olives~MSO!.
The inputs themselves arise from elements within the MSO
that are of the ‘‘coincidence detection’’ or EE type. Their
type of model could be used to measure the asymmetries of
the cross-correlation function we are considering.

Thus, it seems that any model that is based on a point-
by-point evaluation of the cross-correlation patterns,per se,
will suffer from deleterious effects resulting from fluctua-
tions in the level of the stimulus and will require a very
precise normalization of the input stimulus level. Models that
fall in this category include Stern and Colburn’s position
variable model~1978!, Stern and Shear’s~1996! modifica-
tion of that model, and all models based on a cross-
correlation index~e.g., Durlachet al., 1986; Bernstein and
Trahiotis, 1996a, 1996b; and van de Par and Kohlrausch,
1998!.

The difficulties of accounting for the data in terms of

cross correlation notwithstanding, it is the case that the data
in question are explainable in terms of models like Durlach’s
Equalization/Cancellation theory~Durlach, 1963; Colburn
and Durlach, 1978!. The processing within such models is
insensitive to moment-to-moment variability in the power of
the stimulus, including roving the overall level of the stimuli
over a large range. Schneider and Zurek~1989!, Bernstein
and Trahiotis~1997!, and Breebaartet al. ~1998! have re-
cently discussed the advantages of extending a model such as
Durlach’s by assuming that cancellation could be accom-
plished, in parallel, at each of a number of simultaneously
available values of internal delay. Cancellation is incorpo-
rated in physiologically based binaural models in terms of
neural elements that receive both excitatory and inhibitory
inputs ~e.g., Lindemann, 1986; Caiet al., 1998!.

In conclusion, we have presented an analysis of binaural
detection and new data that elucidate the nature and preci-
sion of normalization that must be assumed if binaural de-
tection is accomplished via mechanisms that effectively
compute the coefficient of cross correlation. Based on that
analysis, we argue that the precision of normalization re-
quired is so great that it is highly unlikely that normalization,
per se, actually occurs as part of binaural processing. Instead,
it appears more likely that binaural processing is accom-
plished via ‘‘subtractive’’ mechanisms, such as the one origi-
nally described by Durlach~1963!. Within that framework,
deleterious effects that could result from variations in the
levels of the stimuli simply do not arise.
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